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Hungary’s new gravity base network (MGH-2000)

Géza Csapo*

The modernization of the Hungarian Gravity Base Network is being carried out in the
framework of the establishment of the unified gravity network of the Central-European countries.
The objective of former networks and the necessity for development are reviewed. The scale of
the new network is guaranteed in the SI system by the numerous absolute gravity measurements
carried out in recent years. The observation methods, data processing and adjustment procedures
are presented. The results of the comparison of Czech, Slovakian and Austrian, Unified European
gravity networks with the Hungarian network are discussed.

Keywords: gravity, network, absolute measurements, relative measurements, data process-
ing, adjustment of gravity network

1. Introduction

One of the major consequences of the political changes in Hungary was
the abolition of the secrecy of gravimetric information during the early 1990s.
This made it possible for researchers to take part in the various international
projects.

The International Union of Geodesy and Geophysics (IUGG) has long
been planning to set up a unified scale and datum gravimetric network which
could be applicable throughout the whole continent of Europe. Its conditions
have now been established because several countries possess portable absolute
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gravimeters (AXIS, JILAG, etc.), providing a unified scale in accordance
with the current accuracy specifications. At the same time the need for
increasing the accuracy of global geodetic reference systems, and the solving
of several geodynamic and geotectonic problems have brought about the
realization of this objective as a daily routine.

As regards the number of absolute stations and point density (the number
of 1st and 2nd order bases as well as their regional distribution), and also
their accuracy, the gravimetric base networks of the individual European
countries are somewhat heterogeneous. It seems both necessary and expedient
to establish a unified network on the basis of the principles recommended at
the joint conference of the Geodesy and Geophysics Working Group (GGWG)
of NATO and the Mapping Services of East European Armies held in
Budapest in collaboration with civilian experts in 1994. Its essence defines
the creation of a network consisting of absolute points (zero order points) at
a general distance of 100-150 km within which the 1st and 2nd order bases
will need to be measured with modern relative gravimeters. It is advisable
that the gravity value of the absolute points be checked in three year periods.
At the same time it is deemed desirable that zero order points constitute an
integrated network with the Hungarian GPS Base Network as well as
increasing, where necessary, the number of gravimetric points within a
suitable radius of integrated points.

The US Defense Mapping Agency (DMA) began to increase the accuracy
of the WGS-84 reference ellipsoid in 1991 and substantially helped Hungary
to establish both a Hungarian national Military GPS Network (KGPSH) and
an absolute gravimetric base network [A6AMet al. 1994].

2. Antecedents

Hungary’s first gravity network (MGH-50) covering the entire territory
of the country was established by the E6tvds Lorand Geophysical Institute
(ELGI) during the early 1950s. The measurements were carried out by a
Heiland gravimeter [Renner, Szitard 1959]. This network provided a sound
basis for implementing a so called ‘national reconnaissance gravity survey’
launched at the time, but as a result of industrial and infrastructural develop-
ments during the 1960s, most of the base points established mainly along
national roads were beginning to deteriorate or simply became unsuitable for
their original purposes.
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During the 1960s ELGI acquired geodetic type Sharpe gravimeters
considered to be quite modern at the time, making it possible to re-measure
and extend the 1st order network. In 1971 observations were carried out with
three CG-2 Sharpe instruments transported by air to nineteen network points
established at different airports. Network points were established in a
formation so that their connecting sides could constitute triangled- and
quadrangled-polygons and they were continually remeasured [Csaps,
Sarhidai 19903].

When the ‘Hungarian First Order Levelling Network’ was established
during the 1970s, gravimetric observations had to be carried out for normal
correction. At the same time this made it possible to establish a 2nd order
gravimetric network by placing the basis points along the levelling lines in
the gardens of long standing buildings such as churches or manor-houses.
The base points are monumented by concrete blocks of 60 by 60 by 100 cm
set up at ground level and a brass bolt is fixed in the middle of their top
surface. The height of the points was determined in collaboration with the
Institute of Geodesy, Cartography and Remote Sensing (FOMI). The gravi-
metric measuring of the network was completed with two Sharpe CG-2
instruments and a geodetic type LaCoste-Romberg (LCR) between 1980 and
1989. The average distance between the points ranges between 10 and 20 km.
The gravimeters and observers were transported by car. The network consists
of consecutive triangles. The gravity difference (Ag) of each individual side
was determined in the observation sequence A-B-A-B-A. The common
adjustment of the measurement was carried out in 1971 and between 1980
and 1989, as well as compiling a catalogue of points was implemented in
1991. The standard deviation of the adjusted network of MGH-80 is
+16 pGaf* [Csaps, Sarhidai 1990b].

The objective of creating a unified gravimetric network which would
cover a large territory was laid down in the cooperation projects of the
geodetic surveys of the East Central European countries as early as the
mid-1960s. The concept of this network was rather similar to the existing
ones. Establishment of the first five absolute stations measured by Soviet
made GABL absolute gravimeters [Csaps 1981] brought about the partial
realization of this plan in Hungary just as a Unified Gravity Network of the*

** InGal = 10"8ms'2
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Czech Republic, Hungary, and Slovakia (UGN) has been established by now.
The observations needed to establish this common network had continuously
been carried out by ELGI’s experts in bilateral and multilateral forms of
cooperation since 1972 [Csapo et al. 1994].

In 1992 and 1993 gravimetric measurements were carried out in the form
of interconnecting measurements between Austria and Hungary within the
framework of bilateral cooperation. This activity consisted of relative and
absolute measurements. Relative measurements were carried out with 4-5
LCR gravimeter, whereas absolute measurements were carried out with a
JILAG-6 absolute gravimeter [CsAPbdet al. 1993] by D. Ruess of ‘Bundesamt
far Eich- und Vermessungswesen’ (BEV).

Implementation of the Unified European Gravity Network (UEGN) was
commenced in 1993 in the East Central European countries under the auspices
of the joint plan of the International Gravity Commission (IGC) and the
Geodesy and Geophysics Working Group of NATO (GGWG) in the form of
international cooperation. The reason for organizing an international project
was that none of these countries possessed an absolute gravimeter. Absolute
measurements were carried out in Hungary between 1993 and 1995 with the
AXIS FG5 No. 107 gravimeter of DMA and with JILAG-6 equipment of
BEV [Friederich 1993, spita 1994, Krauterbluth 1995] The JOb Wwas
partly financed by the US-Hungarian Science and Technology Joint Fund
(MAKA) under contract JF. No. 369 and it was implemented by the DMA
expedition; part of the work was carried out by the Geological Survey of
Austria on the basis of a scientific agreement between ELGI and the BEV.

In 1994 the linking of absolute stations with relative gravimeters was
commenced with four LCR-G instruments transported by car. Hungary’s
absolute stations are situated at an average distance of 100 to 120 km, so 1st
order and 2nd order points are used as tie points. The project is being financed
by the National Commitee for Technological Development (OMFB) by means
of contract No. MEC-94-0508. This job is backed by DMA too by their
long-term loan to ELGI of two geodetic type LCR gravimeters.

3. Concept of the new base network (MGH-2000)

Previously the most important aspect of gravity base networks was to
provide a unified framework for gravity surveys carried out by various
institutes and companies for mineral exploration. It was necessary to have an
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appropriate number of base points for the economical completion of the work.
Strangely enough the requirements for increasing the accuracy of measure-
ments did not increase parallely with the development of the instruments. On
the contrary, the requirements diminished as perfomance grew. For this
reason, the improvement of the base network became of secondary impor-
tance as far as geophysics specializing in mineral exploration was concerned.
However, during the course of the preparatory phase of ‘International
Gravimetric Calibration Polygon’ (IGCP) which was launched to compile a
unified geophysics map within the framework of cooperation between the
Geodetic Surveys of the former Socialist Countries, including certain scien-
tific projects launched by their respective academies of sciences, it turned
out that the scale relations of the gravimetric base networks in this countries
sometimes had a difference as big as 100-150 pGal. Such experiences led to
the planning of the above mentioned unified network. However, its imple-
mentation was abandoned mainly for financial reasons in the second half of
the 1980s.

As a matter of fact the number of geophysical measurements carried out
for mineral exploration has decreased world-wide during the 1990s. At the
same time the extension of cooperations requires unified measurements,
geophysical maps, and databases in order to be able to resolve scientific as
well as economic tasks covering entire continents. The ‘advances’ of military
and civil spheres make it unnecessary to carry out parallel research in the
same field. One of the prime examples is the useful cooperation between
military and civil institutes in the GPS base network activities in Hungary.

When establishing Hungary’s new gravimetric base network, we con-
sidered the following aspects important:

— The national gravimetric network should be regarded as a geodetic
one, just as triangulation, levelling, or any GPS base network. The
protection, maintenance and continuous development of networks
should be undertaken by the government.

— Throughout the planning of the zero order base net (absolute
stations) we attributed great importance to placing them evenly all
over the country as well as setting them quite close to GPS
geodynamic points —which had been established some time before
— so that an economical system of integrated networks could be
set up. We call these points integrated network points which means
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that the same point is a member of the base network of GPS,
gravity, levelling, etc.

— When new points are established, or those that have deteriorated
are replaced, one has to bear in mind the changes of ownership
which are closely related to the protection of points.

— MGH-2000 is part of the above mentioned UGN, so the methods
of modern network planning could partly be applied [CSAPO,
SARHIDAI 1985, SARHIDAI 1986], because the joint form is
basically determined by the previous and applicable parts of the
networks of the three countries (Czech Republic, Hungary and
Slovakia). In any case, we have experienced that the planning of
networks for optimal network measurements can give rise to the
necessity of establishing connections between far distant points.
However, this might not be carried out (transporting instruments
by planes) on account of Hungary’s present financial situation.

4. Structure of MGH-2000

The network consists of zero order points as well as of points first order
and second order (see the top of Fig. 1). In addition, the network contains
16 original, so called ‘fundamental’, points established in 1954, so that the
transformation equation could be given in relation to the old network and the
new one while establishing the new network (one of them completely broke
down during the past fifty years).

The zero order network

The use of such network is meant to establish the scale of the national
(entire) base network as well as enabling the stability of gravity to be checked
by repeated observations. The zero order network consist of 12 absolute
stations (7750 km2point) whose locations are given in Fig. 2 — including 5
foreign absolute stations near the borders. These points were placed at the
ground level of important buildings whose survival and accessibility seem to
be ensured well into the future (castles, stately homes, etc.). Monumentation
was implemented by concrete blocks with the dimensions 120 by 120 by
100 cm. A brass bolt was fixed to the middle of the top of the block indicating
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Fig. 1. The structure of MGH-2000
1. dbra. Az MGH-2000 szerkezeti felépitésének vazlata

the height above sea-level based on the Baltic system. The points were tied
to two or three points of the national levelling network, allowing 5 mm
confidence limit. The geographical coordinates of the stations were estab-
lished on the basis of 1:10000 topographical maps with +1 second confidence
limit. Gravity acceleration relating to the reference heights of absolute
gravimeters was determined with LCR gravimeters allowing 1.5-3 pGal
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confidence limit. The station established in Budapest is of extraordinary
importance because measurements need to be repeatedly carried out on it
with different types of absolute gravimeters every two or three years — as
has in fact taken place since 1980. At most stations repetitive measurements
have been carried out in the past three or four years as well. Each station has
at least one so called ‘eccenter point” which is fixed with a concrete block of
80 by 80 by 100 cm outside the building. The relative confidence limit of its
‘g’ value is better than 5 pGal. The most important parameters of the zero
order network can be seen in Table 1

DATE OF THE
NUMBER STATION LATITUDE LONGITUDE HEIGHT  FIRST/LAST GRAVIMETER
le” ] (- i OBSERVATION
81 SIKLOS 45-51-10 18-07-55 128.489 1978 / 1995. GABL / JILAG-6
82 BUDAPEST 47-32-00 19-01-00 201.563 1980/ 1995. GABL / AXIS FG5
85 KOSZEG 47-23-24 16-32-33 284.461 1980 / 1993. GABL /JILAG-6
86 SZERENCS 48-09-56 21-12-21 111.243 1980/ 1993. GABL / JILAG-6
88 NAGYVAZSONY 46-59-23 17-42-00 241.085 1993. AXIS FG5
89 GYULA 46-38-42 21-17-14 89.053 1987/ 1995. GABL/NILAG-6
90 SZECSENY 48-05-07 19-31-08 166.888 1993. AXIS FG5
91 KENDERES 47-14-54 20-40-37 83.450 1993. AXIS FG5
92 MADOCSA 46-41-19 18-57-40 93.758 1994, AXIS FG5
93 IHAROSBERENY  46-21-48 17-06-17 203.898 1994, AXIS FG5
94 OTTOMOS 46-17-04 19-40-47 124.042 1994, AXIS FG5
95 TARPA 48-06-14 22-31-40 110.778 1995. AXIS FG5

Table I. Most important parameters of the zero order network
I. tablazat. A nulladrendd haldzat legfontosabb paraméterei

First order network

The 21 points included in Fig. 2 are, by and large, the same as the bases
of MGH-80 placed at airports [Csaps, Sarhidai 1990b], The distance varies
between 50 and 70 km and the density of points is 4400 knr/point. Bigger
point monuments (100 by 100 by 100 cm) were placed exactly beside the
MGH-80 points before UGN measurements started in Hungary in 1982, so
that several gravimeters could be set up at the same time by the staff of air
expeditions. Determination of the geographical coordinates of the points was
similar to the methods described in the section on zero order points. Levelling
(altitude determination) between the individual points and the national
levelling base points was performed by the Budapest Geodetical and Car-
tographical Enterprise and by ELGI, with 1-10 mm confidence limit.
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Second order network

As has already been mentioned, these points were established by ELGI
in the 1970s. The distance between the individual points is 10 to 15 km in
hilly areas whereas it ranges from 15 to 25 km in the plains. The average
density of points is 220 km2point. We have replaced a couple of dozen points
which were destroyed during the last twenty years and have integrated them
into MGH-80. The new network contains 430 2nd order points.

5. Division of network points according to function

The use of network points is shown in the vertical column of Fig. 1. Not
only do zero order points make it possible to deduce the scale of the national
network, but they also have a similar role in the establishment of continental
and regional networks (UEGN, UGN) too [BoEDECKERet al. 1994].

Testing of the scale is done by repeated absolute measurements. The
calibration factor of the relative gravimeters has to be determined and to be
checked from time to time on calibration lines. It means that before and after
the field work (normally in spring and in autumn), high precision gravity
measurements are carried out at the points of a calibration line regarded as
standard.

The fundamental points of regional gravimetric lines (i.e. Carpathian
polygon) established to observe the non-tidal changes of gravity field and tie
points between the gravimetric networks of neighbouring countries are as far
as possible absolute stations. As shown in Fig. 2, absolute points along the
borders (border region points) served this purpose during the measurements
of MGH-2000 and UGN.

1st order points are meant to create ties between absolute stations placed
at greater distances. Their high accuracy enables them to be used as absolute
points during gravimetric measurements as well.

2nd order bases are used more extensively than high grade network points
because they are directly used for detailed gravity surveys. These bases are
used as eccentric high order points, vertical bases, and as local points of
deformation study lines (Debrecen) in Hungary.

The geodynamic points of the National GPS Network have a special
status within Hungary’s gravimetric base network because gravimetry aspects
did not enjoy any priority in the selection of their location. The applicability
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of GPS technique and some geological considerations have to be reckoned
with. For this reason, it has been made possible by applying an appropriate
survey mark to carry out relative gravimetric measurements on them too and
they were integrated into the MGH-2000 network. With regard to the fact
that these points were generally placed on sparsely surveyed highland regions,
they can serve as local bases for detailed gravity surveys.

6. National gravimetric calibration line

An outline of the National Gravimetric Calibration Line is given in
Fig. 3; its location within the country can be seen in Fig. 2. Its present form
has been undergoing development by ELGI since 1969. There are four
absolute stations within the 210 mGal range of the line (the highest Ag value
is 250 mGal between the base points of the country). The other points of the
calibration line are 1st and 2nd order points at an average distance of 30 km
from each other. Ag values between the points were previously determined
with Askania Gs-12, GAG-2, Shaipe, Worden, then LCR gravimeter
groups. The vertical gradients of the points were determined by a group of
LCR instruments with an accuracy of 4-7 pGal, and with standard A-B-A-
B-A-B observation sequence [Csaps 1987]. The relative accuracy of each
point is 7-12 pGal. The calibration line is part of UGN, and the section of

Fig. 3. Sketch of national gravimetric calibration line
3. dbra. A nemzeti gravimetriai hitelesit6 alapvonal vazlata
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Siklés-Budapest is the southern part of the ‘Carpathian Polygon’. The
Carpathian Polygon was established by ELGI in collaboration with Czech,
Polish, and Slovak partners in 1973 to monitor the non-tidal variations of
the gravity field in the Carpathian Basin (the line starts from Sikl6s absolute
point then goes via Budapest, Zilina, Zakopane to Cracow). Itwas reobserved
in 1978-79 and 1988-89, but the latest (planned) observation campaign was
not launched on account of ELGI’s financial difficulties.

Calibration ofgravimeters

The present form of the calibration line shown in Fig. 3 was finalized
by ELGI in 1985. The former calibration line was based on the ‘Potsdam
Gravimetric System’. The first absolute station was established on the former
line at Budapest in 1980. It is also part of the new calibration fine. ELGI
carries out measurements twice a year on the line. The scale of gravimeters
can also be checked by adjustment of the measurements carried out between
two absolute points. Such a version was also prepared for adjusting
MGH-2000.

ELGI has built laboratory calibration equipment [Csaps, Szatmari 1995]
for the calibration of LCR gravimeters with feedback electronics. With the
help of this equipment the possible time variations of the calibration factor
of LCR gravimeters can be studied as well [Meurers 1994].

7. Data preparation

For the formerly mentioned reasons the observed data of MGH-2000
contain data obtained from outside the country (absolute measurements,
polygons, tie measurements along the borders, etc.) as well. Three databases
have been compiled for the processing of field records.

Catalogue ofpoints

This contains the numbering of points, names, geographical coordinates
according to a Gauss-Kriiger projection system and Baltic heights, prelimi-
nary gravity values and their reliability obtained from adjustments in the
eighty character records. The number of the 1:10000 scale topographic maps
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of the Unified National Mapping System and a four digits information code
are given as well. This data file contains 600 records.

Catalogue of instruments

Information is given on the relative gravimeters applied (9 Sharpe
gravimeters, 3 Worden, and 10 LCR gravimeters). The catalogue contains
the make, type, registration number, original calibration tables and coeffi-
cients, as well as the corrections needed on account of the periodic errors of
the measuring system, including other data (barometric correction factors,
the operating temperature of thermostat, etc.) which were taken into account
in the processing of observations.

Field records

The field records contain the observed data in analogue form. These
records are stored in computer files consisting of eighty character records for
each instrument. The field records contain both numeric and alphabetical
data, such as name of the tie, catalogue number of the points, date of
observation, time zone, dial and voltmeter readings, local time of readings,
daily conversion factor of galvanometer reading to pGal (mVolt/pGal),
instrument heights above the bench mark or ground, meteorological data and
method of gravimeter reading (optical, CPI, FB), the name of the observer,
and data on the transporting vehicle.

Data files are arranged in a library so that the field records observed in
different years can easily be identified, and complemented (i.e. BASE-
LINE\SIKLOS\1994\LCR-963).

8. Data processing

Absolute measurements

Table | shows that during the last one and half decades absolute
measurements were carried out in Hungary with three different types of
instruments. It was noted that some differences appeared during the course
of the data processing as well as during the application of corrections. In
view of this, it was necessary to reprocess all observations on the basis of a
unified approach. Instrument corrections as given by the observers were
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accepted. It has recently turned out that the observed values are dependent
on the light intensity of laser fringes. Should the (old ADM 686) fringe
detector be replaced in an equipment by a new AD 9696, different gravity
data can be obtained in a given light intensity range (D. Ruess, personal
communication). This is what happened when the AXIS FG5 No. 107
instrument was used, DMA is due to reprocess all its data obtained after
1993. The possible corrections are not included in the present adjustment.
The calculation of tide correction was based 505 tidal waves. The
parameters used in the calculations are given in Table Il. The parameters
were compiled on the basis of the data of Pecny (Czech Republic) tide
registration station [Hoirub et al. 1986]. Ocean tide was disregarded.

WAVE DELTA KAPPA AMPL. PHASE

CORR. CORR.
Ql 1.1525 -0.28 1 0
ol 1.1486 -0.03 1 0
MI 1.1391 0.45 1 0
K1 1.1362 0.10 1 0
Ji 1.1542 -0.20 1 0
001 1.1565 0.08 1 0
2N2 1.1586 0.85 1 0
N2 1.1781 1.43 1 0
M2 1.1848 1.03 1 0
L2 1.1554 -0.16 1 0
S2 1.1861 0.30 1 0
M-SO 1.0000 0.00 | 0
SSA 1.1600 0.00 1 0
MM 1.1600 0.00 1 0
MF 1.1600 0.00 1 0
MTM 1.1600 0.00 1 0
M3 1.0775 -0.22 1 0

Table Il. Parameters of tidal waves used for the processing of MGH-2000

Il. tablazat. Az MGH-2000 mérési eredményeinek feldolgozasanal figyelembe vett arapaly
hullamok paraméterei

Correction due to polar motion. The observed gravity is corrected for
changes in the centrifugal acceleration due to the variation of the distance of
the earth’s rotational axis from the gravity station. The following formula
was used in the calculations:



Hungary's new gravity base network (MGH-2000) 133

1.164 a2R sin2cp (x cos\-y sin®) ms'2

where:

® = 7.292. 10'5rad/s = angular velocity of the Earth’s rotation

R = 6.371. 106 m= mean radius of the Earth

g X = geographical coordinates of the absolute station
The value of correction in pGal:

Agpm — -19.1 -sin2cp (X"cosA. -y"'sin7.)
the actual values forx andy can be found in the Annals of the International Earth
Rotation Service (IERS).

Correction due to the changing atmospheric masses. Only the local part
of the atmospheric effect was taken into consideration. The relation is given
by the standard of DIN 5450 of 1968 and with the following empirical
coefficient:

¢ = 0.30 pGal/hPa

The local part of the correction compensates for 80% of the total atmospheric
effect.

Reduction of gravity value to the bench mark. In the adjustment the
gravity values relevant to bench marks were used. Therefore, the results of
the absolute measurements which are related to a certain height depending
on the type of the equipment (850-1300 mm) were referred to the bench
marks. The vertical gradients (i.e. the Ag between two points by 1 m
vertically apart) were determined by a group of gravimeters. The vertical
gradients of Hungary’s absolute stations can be found in Table Ill. The
vertical gradients measured between 1979 and 1994 at the Budapest absolute
point are presented in Fig. 4. The vertical gradients as a function of height
— determined at the absolute point of Budapest — are presented in Fig. 5.

Relative measurements

The computer stored field records were processed by a program devel-
oped in ELGI. Processing steps:
— conversion of the readings to mGal
— correction calculations (tidal, height, barometric and periodic error
corrections)
— calculation of the corrected relative gravity values
— drift calculations
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NUMBER STATION LAS‘(;X:;;-UE NVg XETDEA@I{
(edtvos)
8l  SIKLOS 980678.327 22 3407 + 16.0
82 BUDAPEST 980824.294 50 2509+ 9.7
85  KOSZEG 980784.713 22 2661 +23.9
86  SZERENCS 980872.789 51 2069 + 11.4
88  NAGYVAZSONY  980765.818 18 2565 + 12.3
89  GYULA 980766.404 29 2013 + 105
9  SZECSENY 980873.111 15 3059 + 17.8
o1 KENDERES 980810.283 12 2662 + 23.7
92 MADOCSA 980761.777 8 2560 + 17.1
93 IHAROSBERENY  980699.028 19 2805+ 9.7
9% OTTOMOS 980725.926 17 2634 + 10.0
95  TARPA 980880.426 15 2712 +20.0

Table I1l. Vertical gradients of the Hungarian absolute stations
(Nvg — number of determinations)
I1l. tAblazat. A magyarorszagi abszolat allomasok vertikalis gradiens értékei
(Nvg= mérések szama)

Fig. 4. Vertical gradients obtained be-
tween 1979 and 1994 at the Budapest
absolute station
4. abra. A budapesti abszolut al-
loméason 1979-94 kozott végzett ver-
tikalis gradiens mérések eredménye

NUMBER OF DETERMINATIONS
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(HEIGHT)  mm

Fig. 5. Vertical gradient as a function of height — at the absolute station of Budapest
5. abra. A vertikalis gradiens értékének magassagfiiggése — Budapest abszolut allomason

— calculations of drift corrected relative gravity values

— Ag calculation

— error calculations

A total of 9100 measuring sections were processed for adjusting
MGH-2000 (and UGN).

9. Adjustment of measurements

The observed data were adjusted by the least squares method as a
constrained network. The fixed points of the network were the latest results
of absolute determinations. The mean values of the observed gravity differ-
ences (Ag) observed in the A-B-A-B-A system by one gravimeter (which
means the average of the four observed differences) were taken as one
individual measurement. The adjustment procedure was reviewed in detail
in a former paper [Csaps, Sarhidai 1990b]; here only the weight determina-
tion is discussed. To decrease the effect of relatively large errors in the
adjustment their weight should be decreased, but before the adjustment the
errors are not known. This contradiction can be solved by an iteration
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(‘Danish method’): in the first step (j—1) all observed data have equal weight
(p=12), in the further steps the weight will be:

Pij—1/1 +ak -V2,,

wherej represents the actual iteration step. The akcoefficient is correct ifp<0.25
for the erroneous measurement [Soha 1986]. The threshold of errors can be
taken as the function of the errors of unit weight, then:

ak=3/vk

where
3po if  fmax-"Po
vk=2\i0 if 2po<vmax<3p0
"k Po if Po”™ Yrex” ~po

The erroneous measurements will get less weight with each subsequent
iteration step. The iteration should be continued until the error of unit weight
decreases to a considerable extent. In the adjustment of MGH-2000, two
iteration steps proved to be sufficient. Adjustments were carried out on two
different data sets and both of them in two versions.

The first data set consisted of the measurements of EGH and all
Hungarian data except the measurements of the 2nd order net of MGH-80
(9400 ties, 621 points, 19 absolute points as fixed values).

The second data set consisted of all the measurements of MGH-2000,
absolute points near to the border in the neighbouring countries, and
connecting ties across the borders; all together 8464 individual observed
gravity differences and their corrections, 561 unknowns (point values and
scale factors of gravimeters) 16 absolute points, 539 gravimeter points
including 8 Austrian and 42 Slovakian ones.

The adjustments provided a possibility for comparing the results obtained
from two data sets having different homogeneity, and a comparison of
adjustments carried out by ELGI and Czech and Slovak partners with
basically different methods.

In the first version of adjustment the yearly scale factor was determined
for each gravimeter separately. Then the obtained scale factors were included

in the final adjustment.
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In the second version of adjustment one scale factor was determined
for each gravimeter for the whole time interval (1969-95) of measurements
so that the scale factors were taken as unknowns in the adjustment.

Iterations were carried out in both versions and with both data sets. The
best results were obtained in all cases when one scale factor was determined
for each gravimeter for the whole time interval of the observation campaign.
This version was accepted as the final adjustment of MGH-2000.

10. Conclusions

Table IV. contains the scale factors and the mean errors of the gravime-
ters. Comparison of the standard errors gives information about the quality

| Gravimeters  Calibration Number of Mean error
factor observations (mGal)
1 LCR-D 9 1.000181 24 0.009
2 LCR-G 176 0.996145 2 0.001
3 LCR-G 220 0.996926 116 0.017
4 LCR-G 625 0.999996 24 0.014
5 LCR-G 779 1.001211 16 0.014
6 LCR-G 821 1.000654 85 0.017
7 LCR-G 919 1.000916 234 0.020
8 LCR-G 963 1.000724 449 0.019
9 LCR-G 1011 1.003474 6 0.010
10 LCR-G 1919 1.000370 2198 0.015
11 Sharpe 174 1.000306 189 0.020
12 Sharpe 176 1.000867 44 0.019
13 Sharpe 181 0.999468 1887 0.020
14 Sharpe 184 0.999510 3 0.009
15  Sharpe 197 0.999682 117 0.024
16 Sharpe 228 0.999932 27 0.014
17 Sharpe 253 1.025750 42 0.017
18 Sharpe 256 1.000104 1931 0.017
19 Sharpe 280 0.999739 200 0.018
20 Worden 961 0.999628 135 0.026
21 Worden 971 0.997728 557 0.031
22 Worden 978 0.998789 178 0.021
N 8464

Table TV. Calibration factors and RMS errors of adjustment for gravimeters applied in the
MGH-2000 network

TV. tdblazat. Az MGH-2000 méréseinél alkalmazott graviméterek kiegyenlitésh6l szarmazo
méretarany-tényezGi és atlagos mérési hibai
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of instruments but it must be taken into account that the numbers of
observations carried out with the individual gravimeters are significantly
different. Figure 6 represents the histogram of the corrections; it can be seen
that 90 % of them are less than 40 pGal and only 2 % higher than 100 pGal,
but the weight of this latter 2 % is so small that it hardly influenced the
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Fig. 6. Histogram of residuals
6. abra. A mérési javitasok hisztogramja
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adjusted values. In Fig. 7 the errors of the adjusted gravity are presented.
Most of the points are in the 6-10 pGal error interval, but for those points
where the number of measurements are small greater errors are obtained.
The error of unit weight of the adjusted network is +20 pGal.
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Fig. 7. Histogram of mean square error frequency of adjusted gravity
7. abra. A kiegyenlitett nehézségi értékek kozéphibainak hisztogramja
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To check the quality of the adjustments two comparisons were carried
out. In the first one we compared the adjusted values of identical points
obtained from the two different data sets (EGH and MGH) calculated by the
second version of ELGI adjustment, the deviations between the adjusted
values were from 1-3 pGal only, in spite of the different number of
observations, different extent of area involved and different number of
gravimeters in the calculations. The small values indicate that the national
gravity scale depends mainly on the absolute points, and relative measure-
ments of the country and far away points do not influence the results in a
perceptible way.

In the second comparison the results of the Czech and Slovakian free
adjustments and the Hungarian constrained adjustment were involved. The
deviations on the Hungarian base points between the three adjustments were
in the 0-20 pGal interval. The result is very satisfying, taking into account
the different size of data sets involved and the different methods (‘free’ and
‘constrained’) of adjustments. Significant deviation was not experienced
between the datum levels. From the 105 compared points only three (Eszter-
gom, Kunhegyes, Nyiregyhéaza) differed by more than 30 pGal.

A similar comparison was carried out between the Austrian and
Hungarian gravity datum. Based on 8 points the Hungarian datum proved to
be higher than the Austrian by 18 pGal.

In the adjustment of the ‘Unified European Gravity Network’ 94’ five
Hungarian base points were involved [Boedecker et al. 1994]. Based on the
five points the Hungarian datum is higher by 14 pGal than the international
one (see Table. V).

UEGN'94 1 MGH-2000 UEGN’94 MGH-2000
) difference in

number and name of point gravity value in microgal microgal
1835 FRTOD 4111 Fertéd 980824222 + 8.0 980824234 + 4.9 12
1836 HGYEHAL 4122 Hegyeshalom 980844449 + 120 980844460 + 7.0 n
1837 KESZG 85 Kdszeg 980784705 + 150 980784713 +5.0 8
1838 SPRO 4105 Sopron 980808350 + 14.0 980808375 + 5.4 25
1839 VELCJ 4112 Vélcsej 980802189 + 14.0 980802203 +4.1 14

Table V. Comparison of UEGN’ 94 and MGH-2000 networks based on identical Hungarian
points
V. tablazat. Az UEGN’94 és az MGH-2000 hal6zat 6sszehasonlitasa a kdz0s magyarorszagi
pontok alapjan
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11. Plans for the near future

— Based on the plans of the International Gravity Commission two
more absolute gravity points will be measured in Hungary during
1996-97 (Debrecen és Zalalove).

— The next adjustments of the Unified European Gravity Network
will be carried out in 1998 [Boedecker et al. 1994]. Since
Hungary’s intention is to join the European Network the relative
gravity measurements between the absolute points should be
concluded in 1997 (see Fig. 2).

— A further task is to connect the new and the old networks in order
to have the transformation equation between them.

— Itis important to provide maintenance and restoration of the gravity
base points, and to ensure the necessary funds for the three yearly
reobservation of the absolute points.
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Az (j magyarorszagi gravimetriai alaphalézat (MGH-2000)

Csapo Géza

A kozelmdaltban fejez6dtek be a kdzép-eurdpai orszagok kozds gravimetriai halézatanak
kialakitasara végzett munkak, amelyek keretében a magyarorszagi alaphalézatot is korszer(sitet-
ték. Ismertetésre keriilnek a korabbi halézatok, azok feladata és a fejlesztés sziikségszerliségének
okai. Az Uj hal6zat méretaranya az Si mértékrendszerben adott; ezt nagyszamui abszollt allomas
telepitésével és mérésével biztositottak. A szerzd bemutatja az alkamazott gravimetriai modszere-
ket, az adatfeldolgozas és kiegyenlités folyamatat, majd dsszehasonlitast végez a cseh, a szlovak,
az osztrak és az ,,Egységes Eurdpai Gravimetriai Bazishaldzat”, valamint a magyar halézat kdzott.
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Group traveltime estimation by wavelet transform with
linear chirp as the basic wavelet

Péter Scholtz*

A method for group traveltime estimation is analysed in this paper. The method is based on
the wavelet transform of a seismic signal when the basic wavelet of the wavelet transform is a
linear chirp modulated Gaussian. The technique is applied to a synthetic dispersive seismic trace
which is calculated for a simple wave guiding sequence. Several tests were carried out on synthetic
Love channel waves to compare the result of the above method with the performance of the wavelet
transform with a Morlet wavelet as the basic wavelet. Where the frequency-group traveltime curve
of the seismic signal can be linearly approximated the wavelet transform with a linear chirp basic
wavelet gives a superior result compared to the wavelet transform with a Morlet wavelet as the
basic wavelet. It is shown that peaks of the moduli of the wavelet coefficients are sharper, noisy
arrivals can be selected easily, and inseparable dispersive arrivals are well resolved.

Keywords: wavelet transform, channel wave, traveltime, dispersion pattern

1. Introduction

There are several methods which are used to gain geological information
by the use of dispersive waves. Examples of these are the in-seam reflection
technique where guided waves map faults or discontinuities with the help of
recompressive filtering [Baki et al. 1988]; the static correction computation,
which is based on velocity dispersion analysis of surface waves [M ari 1984];
or the study of near surface inhomogeneities by group traveltime tomography

* EO6tvos Lorand Geophysical Institute of Hungary (ELGI),
H-1145 Budapest, Kolumbusz u. 17-23, Hungary

Manuscript received: 26 September, 1996
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of Rayleigh &nd Love waves [Dombrowski,uresen 1995]. All of these
methods and several others require a non-stationary signal analysing tool.

The wavelet transform (WT) has been proved to be a useful way of
getting the frequency-group traveltime (or group velocity) function of
dispersive waves [Pyrak-Nolte, Notte 1995]. A good analysing method
should make the identification of group arrivals easier even in noisy condi-
tions and separate different waves at close arrival times. To achieve these a
linear chirp modulated Gaussian is chosen as the basic wavelet for the WT
[GROSSMANNet al. 1989].

2. Method

The wavelet transform of a seismic signal s(t) can be given as

where g* is the complex conjugate of the scaled (denoted by a) and delayed
(denoted by b) version of the basic wavelet. The basic wavelet should meet the
admissibility conditions: g(t) is absolutely integrable, square integrable, band
limited and has zero mean [Shensa 1992]. A very simple and commonly used
version of g(t) is the Morlet wavelet [Moriet et al. 1982] viz.

g(t) =e
where i2 = -1, v is the central frequency, and 2nv > 5. The last of these is
needed to meet the admissibility conditions. If the data to be analysed can be

approximated locally by linear chirp a better choice could be a linear chirp
modulated Gaussian as the basic wavelet for the wavelet transform as

where c is the central frequency, K is the rate of change of the instantaneous
frequency c+kt. Though a new unknown parameter is introduced (k) into the
analysis, it can be used to gain additional information and also a better resolution
is expected where the linear chirp approximation is valid. These are achieved
by repeating the wavelet transform with a set of k values to form a 3D volume,
where at each scale the maximum peaks of the moduli of the wavelet coefficients
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are selected at the best fit k rate. The additional parameter, which is provided
by the choice ofthe basic wavelet, is the slope of the frequency- group traveltime
function derived from that specific k rate at a given a scale.

3. Examples

To analyse the performance of the above method we created synthetic
seismograms for a simple model. Two symmetric half spaces separated by a
lower velocity layer form a wave guiding sequence. The rocks are homoge-
neous and nondissipative. We calculated Love arrivals for the following
model parameters:

p0 = 1500 kg/m3

30 = 1000 m/s,
p = 2500 kg/m3,
= 2000 m/s,

d =2m

where pOis the density and R0is the shear velocity of the seam; p is the density
and R is the shear velocity of the surrounding rocks; and d is the thickness of
the seam. The source and the receiver were placed in the middle of the seam at
an offset of 200 m.

4. Group traveltime estimation by WT

Figure 1 shows a noise free dispersive arrival (left) and its WT (middle)
where the moduli of the wavelet coefficients are displayed on the c/a-b
(frequency and traveltime) plane at k = 0 in the basic wavelet (the result is
equivalent to a WT with a Morlet wavelet). The figure shows the k-b slice
of the 3D volume at a given a scale (c/a = 240 Hz), too (right). This a scale
was chosen from the linear section of the frequency-group traveltime curve.
K = 0O for the first displayed channel and k increases channel by channel. The
WT has the sharpest peak at about k = 800 Hz/s chirp rate. This occurs when
the seismic signal is more closely approximated locally by a linear chirp with
the given K rate than with k = 0. It makes the group traveltime estimation
more accurate and also provides additional information since the k rate gives
the slope of the frequency-group traveltime curve at the a scale.



Péter Scholtz

148

(eaqqol) 18zs18Ww -3 © 9 (Uadazoy) eliewaojzsues 18jaAem ‘(eljeq) wejnyeuloresd nsndj-aA0T snyIgluIZS sayuswlez eaqe T
(qybu1) 8211s g-3 ays pue (s|ppIw) woSuRI) 1819ABM SH ‘(143]) 9ABM [auuRYd 9A0T INBYIUAS 91y asioN ‘T B4

€N B - B (#H)ere I135HO



Group traveltime estimation by wavelet transform 149

Figure 2 shows a noisy dispersive arrival (left) and its WT at K — 0 in the
basic wavelet (middle), on the c/a-b plane (similarly to Figure 1.). The noise
is random and its distribution is Gaussian. The level of the noise was chosen
to cover the dispersive arrival. Based on the wavelet transform with a Morlet
wavelet as the basic wavelet the theoretical frequency-group traveltime curve
is hardly recognizable due to the added strong random noise, but the k-b slice
of the 3D volume at the same a scale as previously (right) still enables us to
select the right group traveltime at a specific k rate accurately enough.
Figure 3 shows two dispersive arrivals when a 200 m offset and a 250 m
offset trace were added (left). With this simple example we demonstrate the
resolving power of the method. The WT (middle) at kK = 0 in the basic
wavelet, on the c/a-b plane (similarly to the previous figures) were able to
differentiate between the two separate arrivals only at the higher frequency
range. The k-b slice ofthe 3D volume at the same a scale as previously (right)
where the WT with the Morlet wavelet showed no separate arrivals (middle)
the WT with a linear chirp as the basic wavelet at different k rates was able

to produce distinct arrivals.

5. Conclusions

The group traveltime of a seismic signal can be analysed by the wavelet
transform with linear chirp as the basic wavelet. Repeating the WT at different
chirp rates a 3D volume can be created where the amplitude peaks at each
scale are sharper at the frequency rates which correspond to the linear
approximation of the frequency-group traveltime curve at the given frequen-
cies. In this way we get the slope of that curve, the selection is more accurate
on noisy data and different arrivals are better separated even at close arrival
times than by the WT with a Morlet wavelet as the basic wavelet. Though
the examples were calculated on dispersive seismic traces the method can be
used whenever the linear approximation of the frequency-group traveltime
function of a signal is valid.
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Csoport futasi id6 meghatarozas wavelet transzformalt segitségével
linearisan valtozo frekvenciaju alap wavelet alkalmazasaval

Scholtz Péter

A dolgozat wavelet transzformacid segitségével torténd futasi id6 meghatarozast mutat be.
A diszperziv szeizmikus hullam analizisét linearisan valtozo frekvenciaju jellel modulalt Gauss-
tipusu alap wavelet alkalmazasaval végzi. A mddszert egy egyszerd hullamvezetd modell alapjan
szamithatd szintetikus diszperziv szeizmikus csatornan vizsgalja. Tobbféle tesztet végez Love-
tipusu csatornahullamokon a kozolt mddszer és a mar régebben is alkalmazott wavelet transzfor-
macios eljards 0sszehasonlitasara, melynél az alap wavelet a Morlet-tipusi wavelet. Bemutatja,
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hogy ahol a szeizmikus jel frekvencia- csoport futasi id6 fliggvénye egyenessel kozelithetd, ott a

nydjt, mint a Morlet-tipusi wavelet: a wavelet transzformacié eredményeként kapott wavelet
koefficiensek képe élesebb, zajos beérkezések kdnnyebben azonosithatok és az id6ben kozeli

beérkezések jol felbonthatok.
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V'SP inversion — A new method using edge detection

Zoltdn Weber*

A novel approach for obtaining interval velocity estimates from vertical seismic profiles
(VSPs) is described. The edge detection technique, well known in image processing, can supply
large amount of gradient data from the VSP image. Statistical evaluation of several gradient values
obtained for the same depth interval yields reliable velocity estimates and error limits.

The preprocessing sequence contains only wavelet filtering and wavefield separation. True
amplitude processing and definition of initial velocity model are not necessary. The method can
handle offset (OVSP) data as well. In order to obtain the interval velocities from OVSP data, the
gradient values are multiplied by a correction factor, which is determined by ray trace modelling.

Several tests on synthetic and real data have proved that the method is efficient and relatively
independent of random noise and model errors. The procedure can be carried out economically
on personal computers.

Keywords: VSP inversion, edge detection, most frequent value

1. Introduction

Vertical seismic profiling (VSP) is becoming increasingly recognized as
a valuable technique in seismic exploration [Galperin 1974, Hardage 1985,
BALCHand Lee 1984]. Perhaps the most vital information inferred from VSP
is the seismic velocity. A major processing task is to determine the velocity-
depth function, which becomes especially difficult when the source is offset
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presently: Seismological Observatory of the Hung. Acad. Sei., H-1112 Budapest,
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some distance from the wellhead. Source offset, however, is often necessary
to avoid or reduce the generation of tube waves and to sample the subsurface
away from the borehole in order to obtain two-dimensional information.

Several methods are currently in use to compute interval velocities from
offset VSP (OVSP) data. The simplest method assumes vertical propagation
and computes an apparent velocity Az/At, where Az is the difference in
geophone depths and At is the corresponding difference in the arrival times.
Better approximation is achieved by assuming slanted straight rays [Lash
1980]. The next step towards more accurate velocities is based on a flat
layered model using Snell’s law to predict the direction of ray propagation
[Grant and W est 1965]

An even more sophisticated method is proposed by Stew art[1984], who
solves the problem using a generalized linear inversion (GLI) technique. He
assumes an initial velocity structure and perturbs it iteratively until the
computed traveltimes match the observed ones in a least squares sense. At
each iteration a ray tracing technique is used to compute traveltimes. Lines
et al. [1984] use a different but related method to determine layer dips from
V'SP arrival times and sonic log velocities. Pujol et al. [1985] propose a
layer stripping technique and a generalized inversion somewhat similar to
that of Stewart [1984].

The methods described so far have inherent limitations. The first two
are reasonable approximations only for small offsets. Since traveltimes cannot
be determined with sufficient accuracy neither interactively nor automat-
ically, all methods based on arrival times are prone to error [Stewart 1984,
BALCHand Lee 1984].

Specifically for zero-offset VSP inversion G rivetet [1985], M ace and
Laitty [1986], U rsin [1986] and others have proposed GLI methods, which
use the whole VSP wavefield. Since the problem is nonlinear, the initial
estimate of the acoustic impedance function must be close enough to the real
one in order to get the global, and not the local, minimum of the objective
function. Because the GLI method utilizes the dynamic features of the VSP
data instead of the velocity function, it is the acoustic impedance function
which can be estimated and, on the other hand, the amplitudes of the VSP
data have to be correctly reconstructed during data processing. Another
disadvantage of the GLI technique follows from the huge amount of compu-
tations. The calculation of realistic synthetic VSPs and the solution of the
large sets of linear equations require extremely fast computers.
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The interval velocity estimation technique described in this paper uses a
much simpler approach. The gradient of the traveltime curve of the first
arrivals is estimated at each geophone depth by means of edge detection, a
standard procedure of image processing [€.g. Rosenfeld and Kax 1982]. In
order to obtain the interval velocities from OVSP data, the gradient values
are multiplied by a correction factor, which is determined by ray trace
modelling, assuming a horizontally layered earth model. The preprocessing
sequence of the VSP data contains only wavelet filtering and wavefield
separation. By virtue of the statistical processing of the gradient data
calculated by edge detection, the error of the estimation can be given in
addition to the estimated velocities. The definition of an initial velocity model
IS not necessary.

Several tests on synthetic and real data have proved that the method is
efficient and relatively insensitive to random noise and model errors. The
procedure needs so little computer time that it can be realized economically
even on personal computers.

2. The gradient method based on edge detection

The series of first breaks on a VSP defines the traveltime curve of the
first arrivals. As is well known, the gradient of this traveltime curve (i.e.
Az/ At) is closely connected with the wave velocity: in the case of zero-offset
V'SP and horizontal layering the gradient is equal to the interval velocity.

The gradient of the traveltime curve as a function of depth can be
estimated by edge detection. On the VSP, which is considered a two-dimen-
sional image, the gray levels change rapidly in the vicinity of the first arrivals
because of the large amplitudes. The dominant direction of these rapid
changes should be found at each geophone level. The Sobel operator, which
is a 3_3 point two-dimensional edge detection operator, determines edge
directions at each data point of the VSP. At a given geophone depth the most
probable value of the gradient, characterizing the traveltime curve of the first
arrival at this depth, can be estimated by a statistical method using several
gradient values in an appropriately chosen time gate around the first break.
The width of this time gate is usually between about 100 and 200 ms. Such
a time gate includes 50-100 gradient values if the sampling interval is 2 ms.
The statistical processing of the large number of gradient data involves that
in addition to the estimated velocity values the error of the estimation can
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also be given. In this paper the most frequent value procedure is used because
of its robustness and resistance [Steiner 1988].

Experience gained during the tests with the gradient method suggests
that edge detection works more effectively on the instantaneous phase section
calculated from the VSP than on the original VSP data. (For the computation
of instantaneous phase see e.g. TANERet al. [1979]). The reason for this is
that the instantaneous phase section contains sharper jumps’ than the original
section. As a consequence, the gradient values obtained from the instantane-
ous phase are more accurate than those calculated from the original VSP data.

3. Application of the gradient method to OVSP data

In the case of zero-offset VSP and horizontally layered media, gradients
provide good estimates of the velocities, but this is not true for gradients
computed from OVSP data.

In order to find the relation between the gradient values and the velocities
in the latter case, let us assume that the traveltimes of the first arrivals to the
depths h and z,H are t, and ti+l, respectively, and the wave arriving to the
geophone at depth ziH travels the path length As, in the time interval

(Fig. 1). Because, by time th this wave is already in the /th layer,
the velocity in this depth interval is Ai,-/ A-to a good approximation. (Here
the depth interval [z, zi+) is considered as the /th layer.) Moreover, let us
assume that the velocity is equal to the gradient Az¢/A/e multiplied by a
correction factor C, , i.e.

U =r

At "A,.
where Az, denotes the thickness of the /th layer. It is obvious that the correction
factor is

In the case of zero-offset VSP, Astis equal to Azt, i.e. the correction
factor C, is equal to 1. Now the question is how to determine the correction
factor C, if the offset is not zero.

Let us assume that the interval velocities are known to depth zh and the
calculated traveltime to this depth is /- The traveltime ti+x to depth ziH can
also be calculated if an arbitrary velocity value v, is assumed in the /th
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Fig. 1. Offset VSP geometry for velocity estimation in a horizontally layered earth model using
the gradient data gi

1. dbra. Offszetes VSP mérés geometriaja horizontalis rétegzettség mellett a gi iranyadatok
alapjan végzett sebességbecsléshez

layer. In the time interval [tt>u+\fvj] the wave travels the path length

As—M i.e. the correction factor is
c _ viM vi)-<i]i (D)
AZi

Velocity M has been chosen correctly if it is equal to gradient gt of the traveltime
curve of the first arrival multiplied by the correction factor C, :

Cgi = V. (2)
Substituting Eg. (1) into Eqg. (2):

. =1 ©)

IfEq. (3) is not satisfied, velocity v, should be modified until the equality becomes
valid within an acceptable tolerance.

In order to calculate the raypath and the traveltime of the first arrival, a
system of nonlinear equations should be solved. The Newton-Raphson
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method has been used here (see Appendix). This iterative method requires
an initial approximation. The iteration is convergent only if this initial
approximation is close enough to the actual solution. In our problem the
simplest way to define an initial guess is to assume a straight raypath between
the source and the geophone. However, this approximation is close enough
to the actual solution only if the unknown velocity v(is close enough to the
velocity in the (z'-ljst layer.

Based on the foregoing discussion, the following procedure is proposed
for finding the correct velocity v,. In the first step let the unknown velocity
V, be equal to the (known) velocity v4 . Under this condition the traveltime
tiH can be calculated. If the left hand side of Eq. (3) is greater than 1, then
ti+l is too large, i.e. velocity v, should be increased, otherwise v, should be
decreased. According to the result of the first step, v; should be altered by a
preset velocity increment Av. The raypath calculated in the previous step can
be used as an initial approximation in the calculation of the new raypath and
traveltime tiH of the first arrival. If the left hand side of Eq. (3) is still not
close enough to 1, then velocity v should again be altered by Av. This
procedure is continued until Eq.(3) holds to an acceptable tolerance.

4. Synthetic examples

The features of the inversion method described in the previous sections
have been studied on synthetic data. By means of the examples we examine
how the method is influenced by random noise and model errors.

The velocity and density functions used in synthetic zero-offset VSP
calculation consist of 1000 layers. Each layer is 2 metres thick. The calculated
synthetic VSP consists of 139 traces, the distance between the equally spaced
geophones (traces) is 10 metres, the sampling rate is 2 ms. A Klauder wavelet
with peak frequency of 30 Hz is assumed. The forward method used here to
compute the synthetic VSP takes into consideration the effects of absorption
and dispersion [Ganley 1981].

The downgoing wavefield used in the velocity estimation and the
corresponding instantaneous phase section are shown in Fig. 2. Since the
instantaneous phase section contains much sharper jumps’ than the original
V'SP, the gradient data were calculated from the instantaneous phase section.
For the velocity estimation 200 ms wide time gates were used around the first
break at each geophone level. The final results are shown in Fig. 3. (The
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Fig. 2. above: Synthetic zero-offset downgoing wavefteld. (wavelet: Klauder with peak fre-
quency of 30 Hz; source depth 10 m). below. The corresponding instantaneous phase section
2. abra. felul: Szintetikus zérus offszetli VSP lefelé halad6 hullamtere (wavelet: 30 Hz-es
Klauder wavelet; a forrds mélysége 10 m). alul: A megfelel6 pillanatnyi fazis szelvény
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estimation uncertainty shown in Fig. 3b corresponds to about 66 per cent
confidence level, i.e. the true velocity values are between the lower and the
upper limits with a probability of about 66 per cent.)

The results show that the velocities estimated from a noise-free synthetic
VSP are very close to the true velocities. The mean difference between the
two velocity functions is only 1.2 per cent and the estimation uncertainty is
less than +5-6 per cent of the true values. (Throughout this paper difference
is meant in J1 1norm.)

The most frequent value procedure, which is used here as a tool of
statistical processing, maximizes the quotient n2ffe)/e , where nffz) is the
so-called number of effective data (the sum of the weights used in the
calculation of the most frequent value) and e denotes the so-called dihesion,
expressing the degree of gathering of the data around the most frequent value
[Steiner 1988]. Fig. 3c illustrates this quotient normalized by n2, where n is
the number of the gradient data used in the course of the statistical processing.
This curve informs us about the quality of the VVSP data: if n2#fff)lz is very
small (e.g. at depths 120 and 330 m), the deviation of the gradient data is
large and, as a consequence, the estimation uncertainty increases. On the
other hand, when the quality of the data is good, i.e. when the gradient values
are close to each other, n2fs)/s is fairly large and the estimation uncertainty
becomes small.

The effect of additive random noise has been investigated by several
synthetic VSPs. The standard deviation of the noise was calculated for each
trace from the energy of the noise-free VSP trace, random numbers were
added to each sample of the synthetic impulse response and the sum was
convolved by a Klauder wavelet with peak frequency of 30 Hz. In most cases
the inversion procedure used 200 ms wide time gates around the first breaks
(i.e. 100 data).

When the additive noise is less than about 6-7 per cent, the differences
between the estimated and the true velocities are negligible. In the case of 10
per cent noise the deviation of the estimated velocities from the true velocities
becomes visible with a mean difference of 2.6 per cent and the estimation
uncertainty is between £+ 10and +20 per cent in most depth intervals (Fig. 4).
Comparison of the n&fz)Ic plots in Figs. 3 and 4 shows that the quality of
the noise-corrupted data is lower than that of the noise-free data, thereby
resulting in the increased estimation error and uncertainty. The estimates can
be improved if shorter time gates are considered around the first breaks,
where the signal to noise ratio remains sufficiently high. If this time interval
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Depth (m)

Fig. 3. (@) True velocities (thin line) and estimated velocities (thick line) in case of no noise.

(b) Upper and lower limits (thin lines) of estimated velocities (thick line) illustrating estimation

uncertainties. The true velocities are between the two limits with a probability of about 66 per
cent, (c) nZff(e )/e plot illustrating the quality of the processed VSP data

3. abra. (a) A valddi (vékony vonal) és a becsiilt (vastag vonal) sebességek zajmentes esetben.
@) A becsiilt sebességek (vastag vonal) bizonytalansagat illusztralé alsé és fels6 hibahatarok (vé-
kony vonalak). A valodi sebességek kb. 66%-0s valészinliséggel esnek a két hibahatar kozé.
(c) Az n~efjiz )/s gorbe, amely a feldolgozott VSP adatok min&ségét jellemzi

is only 50 ms (25 data), the inversion of the YSP corrupted by 10 per cent
additive noise again gives fairly good final results: the estimation uncertainty
considerably decreases and the mean difference between the estimated and
the true velocity functions diminishes to 1.3 per cent.

The gradient of the traveltime curve of the first arrivals is equal to the
wave velocity only if the medium is horizontally stratified, even for zero-off-
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Depth (m)

Fig. 4. (a) True velocities (thin line) and estimated velocities (thick line) in case of 10 per cent
coloured additive noise, (b) Upper and lower limits (thin lines) of estimated velocities (thick line)
illustrating estimation uncertainties. The true velocities are between the two limits with a prob-
ability of about 66 per cent, (c) n2g}(e)le plot illustrating the quality of the processed VSP data

4. abra. (a) A valddi (vékony vonal) és a becsilt (vastag vonal) sebességek 10%-os additiv
szines zaj esetén. (b) A becsilt sebességek (vastag vonal) bizonytalansagat illusztralé alsé és
felsé hibahatarok (vékony vonalak). A valodi sebességek kb. 66%-o0s valdszin(iséggel esnek a

két hibahatar kozé. (c) Az nl1 s)/e goérbe, amely a feldolgozott VSP adatok mindségét jellemzi

set VSPs. Thus it is worth investigating how the estimated velocity values
differ from the true velocities if the layer boundaries are not horizontal.

In order to carry out this investigation, several two-dimensional geologi-
cal models were defined with parallel but not horizontal layers, and then
noise-free synthetic VSPs were calculated for these models by ray tracing
with the following parameters: offset 10 metres; depth of the uppermost
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geophone 100 metres; geophone spacing 10 metres; and the wavelet is a
damped sine function with a peak frequency of 30 Hz. The density is assumed
to be constant throughout the models. For the inversion of the synthetic VSPs,
a 200 ms wide time gate was used around the first break at each geophone
level.

When the layer dips are smaller than about 10-15 degrees, the estimated
velocities are practically equal to the true ones (Fig. 5a). In the case of layers
with a dip of 20 degrees, the differences between the estimated and the true
velocity values are somewhat greater, but their mean value is still only 1.3
per cent (Fig. 5b). This estimation error systematically increases with depth;
this can be explained only by the dip of the layers, which dip was not taken
into account during the inversion procedure. In the final analysis, the
inversion method can give reliable results even if the dip of the layers is -
from a practical point of view - large.

When inverting OVSPs, in the course of the calculation of the correction
factor C, ahorizontally layered earth model is assumed. In order to investigate
how the accuracy of the proposed inversion technique depends on model

Fig. 5. True velocities (thin line) and estimated velocities (thick line) in case of (a) 10-degree
and (b) 20-degree dipping layers
5. dbra. A valddi (vékony vonal) és a becsilt (vastag vonal) sebességek (a) 10 fokos és
(b) 20 fokos ddlt rétegek esetén
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errors, several noise-free synthetic OVSPs were calculated and then inverted
with different source offsets and different layer dips.

The inversion results show that in the case of horizontal layering the
estimated velocities are very good approximations to the true ones, inde-
pendently of the source offset: e.g. for a source offset of 300 m the mean
difference between the estimated and the true velocity values is 0.5 per cent
only (Fig. 6a).

Inversion results for 10-degree dipping layers and an updip source with
offset of 300 m are shown in Fig. 6b. For a downdip source with offset of
300 m, the results are shown in Fig. 6¢. The systematic errors between the
estimated and the true velocities are due to the nonzero dips of the layers
(model errors).

It is also clear from the inversion results that, for a given dip, the
estimation error increases with the source offset and if the source is updip,
the estimated velocities are greater than the true ones, and if the source is
downdip, the estimated velocities are below the true velocities. However,
even the greatest systematic errors do not exceed a few per cent.

It should be noted that if the true velocity function consists of relatively
thick layers, the estimated velocity function follows the true velocity changes
(velocity jumps’) by insertion of one or two additional steps, even if the
estimation is very good. This is due to the fact that the 3x3 point Sobel edge
detection operator, during the calculation of the necessary differences,
determines the weighted average of the adjacent data [Rosenfeld and Kax
1982]: whereas the traveltime curve of the first arrivals is broken, i. e. where
the velocity changes rapidly, the edge detection operator rounds off the
traveltime curve. Because of this rounding off, the gradient data do not change
rapidly, so the estimated velocity function cannot change rapidly, either.

5. Application to field data

In this section the proposed inversion method is illustrated with a
zero-offset VSP and a finite offset VSP measured in different boreholes in
Hungary. The source offset for the OVSP is 735 metres. The separated
downgoing and upgoing wavefields, the acoustic logs, and the velocity
function estimated from the first break times of the zero-offset VSP have
been made available for test purposes.
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Fig. 6. True velocities (thin line) and estimated velocities (thick line) in case of 300 m source
offset: (a) horizontal layers, (b) 10-degree dipping layers with source updip and (c) 10-degree
dipping layers with source downdip

6. abra. A valddi (vékony vonal) és a becsiilt (vastag vonal) sebességek 300 m-es offszet esetén:
(a) vizszintes réteghatarok, (b) 10 fokos délt rétegek, forras emelkedés iranyban, (c) 10 fokos
délt rétegek, forras lejtés iranyban

The downgoing wavefields separated from the two measured VSPs are
illustrated in Fig. 7. Time gates applied to the OVSP and zero-offset VSP
inversions were 100 ms and 150 ms wide, respectively, around the first
breaks.

The results of the zero-offset inversion are illustrated in Fig. 8. The
velocity function calculated from the acoustic log (CVL) and that estimated
from the first break times are shown in Fig. 8a. The estimated velocity values
deviate considerably from the CVL at many depths due to errors in estimates
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Fig. 7. above: Downgoing wavefield separated from a measured VSP. below. Downgoing wave-
field separated from a measured OVSP. Source offset 735 m
7. abra. felul: Egy mért zérus offszet(i VSP szelvény lefelé haladé hullamtere, alul: Egy mért
OVSP szelvény lefelé haladd hullamtere. Offszet: 735 m
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of the first break times. The mean difference between the two velocity
functions is 11.7 per cent, the largest difference is 104.1 per cent.

In Fig. 8b the velocities estimated by the proposed method are compared
to the CVL: the mean difference between the two sets of velocities is 6.7 per
cent, the largest difference is 33 per cent. In most depth intervals the
estimation uncertainty does not exceed the value of +10 per cent of the
estimated velocities. These results prove that the proposed inversion method
gives more accurate results than the velocity estimation based on the first
break times.

On the basis of the figure it can be observed that the low frequency part
of the velocities obtained by the proposed inversion and of that estimated
from the first break times are very similar. However, in the depth intervals
of 2300-2400 m and 2700-2800 m the results of the inversion deviate
considerably from the measured velocity values. These deviations cannot be
explained by the uncertainties of the estimates (Fig. 8c). In other words, the
two velocity functions estimated by two different methods from the same
VSP are similar, but - at least in some depth intervals - they are not in
accordance with the acoustic log.

Fig. 9 compares the CVL and the velocities calculated from the OVSP
data. The mean difference between the two velocity functions is 6.5 per cent,
the largest difference is 20.3 per cent. Comparison of Figs. 8d and 9c shows
that the quality of the OVSP is lower than that of the zero-offset VSP, resulting
in a larger estimation uncertainty (Fig. 9b).

The fairly good results illustrated above are partly due to the fact that
the geological layers around the boreholes are nearly horizontal, i.e. model
errors are small.

6. Conclusions

The inversion technique presented in this paper uses a new method to
estimate velocities from zero-offset and finite offset VSPs. After wavelet
filtering and wavefield separation, the instantaneous phase section is calcu-
lated from the downgoing wavefield. The gradient of the traveltime curve of
the first arrivals as a function of depth is estimated from the instantaneous
phase section by means of edge detection. In order to obtain the interval
velocity from OVSP data, the gradient is multiplied by a correction factor
determined by ray trace modelling. The procedure does not need any a priori
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Fig. 8. (a) Velocity log (thin line) and velocities estimated from first break times of the zero-
offset VSP (thick line), (b) Velocity log (thin line) and velocities estimated by the proposed
method (thick line), (c) Upper and lower limits (thin lines) of estimated velocities (thick line) il-
lustrating estimation uncertainties. The true velocities are between the two limits with a prob-
ability of about 66 per cent, (d) nZff(s)/e plot illustrating the quality of the processed VSP data
8. abra.(a) A sebesség log (vékony vonal) és a zérus offszetli VSP els6 beérkezési id6ib6l
becsilt sebességek (vastag vonal), (b) A sebesség log (vékony vonal) és a dolgozatban is-
mertetett eljarassal becsilt sebességek (vastag vonal), (c) A becsilt sebességek (vastag vonal)
bizonytalansagat illusztralé als6 és felsé hibahatarok (vékony vonalak). A valodi sebességek kb.
66%-0s valoszinlséggel esnek a két hibahatar kdzé. (d) Az n2di{e)/s gorbe, amely a feldolgo-
zott VSP adatok mindségét jellemzi
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Fig. 9. (a) Velocity log (thin line) and velocities estimated by the proposed method from the fi-
nite-offset VSP (thick line), (b) Upper and lower limits (thin lines) of estimated velocities (thick
line) illustrating estimation uncertainties. The true velocities are between the two limits with a
probability of about 66 per cent, (c) n2g)(e.)/e plot illustrating the quality of the processed
VSP data
9. abra.(a) A sebesség log (vékony vonal) és a dolgozatban ismertetett eljarassal becsiilt se-
bességek (vastag vonal). (b) A becsiilt sebességek (vastag vonal) bizonytalansagat illusztralo
also és felsd hibahatarok (vékony vonalak). A valddi sebességek kb. 66%-0s valdszin(iséggel es-
nek a két hibahatar kézé. (c) Az n2é{e)/e gorbe, amely a feldolgozott VSP adatok
mindségét jellemzi

information. True amplitude processing and initial velocity model are also
not required. In addition to the estimated velocity values the estimation
uncertainty can also be given. In our implementation the robust and resistant
most frequent value procedure was used as a statistical tool. Because of the
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simple algorithm the inversion procedure is very fast: it can be carried out
economically even on personal computers.

Tests of this new technique on synthetic VSPs indicate that the method
is very efficient and relatively insensitive to random noise and model errors.
Inversions of real zero-offset VSP data prove that the resulting velocities are
more accurate than those estimated from the first break times. In the case of
OVSPs there is no other method that estimates velocities so accurately and
rapidly. However, in complicated geological structures (faults, large layer
dips, etc.) model errors can be significant and more testing should be done
with field data in areas with good well control.

Appendix

On tracing direct rays with specified end points in layers of
constant velocity and horizontal interfaces

When estimating the interval velocities calculation of the raypaths of the
first arrivals should be carried out several times. Here, the tracing of direct
rays with specified end points is discussed, assuming a horizontally layered
earth model, where the horizontal layer boundaries coincide with consecutive
geophone positions.

The traveltime t of a direct wave is given by

1=0

where xtis the .r-coordinate of the intersection point of the z-th interface and the
raypath dt denotes the thickness of the Z-th layer and v, is the wave velocity in
the zth layer. Since the summation starts with z'=0, the raypath is defined -
disregarding the end points - by N breakpoints. If the borehole is at the zero
horizontal coordinate, then xQis equal to the offset and xNH is zero.

Fermat’s principle states that traveltime t is stationary for small vari-
ations of the raypath. Accordingly, for the actual raypath the following system
of nonlinear equations holds:
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(A-D)
(i=1.2,..N)

These nonlinear equations can be solved by the Newton-Raphson iteration
procedure [e.g. Y akowitz and Szidarovszky 1986.] Iff{xb x2,...,xN denotes
the left hand side of Eg. (A-1), then the Jacobian matrix of the above system of
non-linear equations is

(A-2)

Taking into consideration that according to Eq. (A-1) f(x{,x2,..,xN)
actually depends on xiA, x, and xi+ only, the Jacobian matrix of (A-l) is
tridiagonal. This involves that the interval velocity estimation method de-
scribed in this paper is a very fast and efficient procedure and can be carried
out economically on personal computers.
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Képfeldolgozasi algoritmusok alkalmazédsa VSP szelvények
inverzidjaban

Weéber Zoltan

Jelen dolgozatban az intervallumsebesség vertikalis szeizmikus szelvények (VSP) alapjan
tortén6 meghatarozasanak egy Gjszerli megkozelitését ismertetjik. A VSP szelvényt kétvaltozds
képnek tekintve és rajta a képfeldolgozashol jol ismert éldetektalé alforitmust alkalmazva nagy
mennyiség( iranyadathoz juthatunk. Az azonos mélységhez tartozé iranyadatok statisztikus
feldolgozasaval mind a sebességértékek, mind azok hibai megbecsiilhetok.

A javasolt eljaras alkalmazasa el6tt csupan a rutin feldolgozasnak szamito jelalak sziirés és
hullamtér szétvalasztas miveleteit kell végrehajtanunk. Kezdeti sebességmodell definialasara és a
valédi amplitidok visszaallitasara nincs sziikség. A modszer segitségével offszetes VSP (OVSP)
szelvények inverzidjara is lehetdség nyilik. Ennek érdekében az OVSP adatok feldolgozasa soran
nyert iranyadatokat egy korrekcios faktorral kell megszoroznunk, melynek értékét sugarkovetéses
modellezéssel hatarozzuk meg.

A szintetikus és mért adatokon végzett vizsgalatok azt mutatjak, hogy ajavasolt médszer
nagyon hatékony és viszonylag érzéketlen a véletlen zajokra és a modellhibakra. Az eljaras
személyi szamitogépen is gazdasagosan megvaldsithato.
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Vertical steel casing as a monopole transmitter antenna
for electromagnetic prospecting

Erné TAKACS*

A vertical steel casing excited as a monopole antenna could potentially be used as a source
for electromagnetic investigation of the surroundings of a borehole. In this respect the behaviour
of the current distribution along the casing and the surface electric field due to it is treated. Special
emphasis is laid on the frequency dependence, which seems to be of good use in interpretation.
Numerical models developed to simulate the casing response — although considerably simplified
— match the experimental data very well.

Keywords: frequency sounding, E-field excited casing, casing as antenna, surface electric
field of a casing

1. Introduction

The steel casings of two drill-holes used as vertical input electrodes —
line sources — produce a higher current density with increasing depth than
point sources located at the ground surface [Rocroi, Koulikov 1985]. This
procedure (called Tubel) was developed to delineate a partially known
hydrocarbon deposit overlain by resistive layers. Hagrey[1994] presented a
case history for investigating electric anisotropy in a granite basement by
applying the mise-a-la-masse technique. One of the two fixed current elec-
trodes was connected to a fracture via the metal casing of a borehole. Similar
measurements were carried out in Hungary to determine the main directions

* University of Miskolc, Department of Geophysics, H-3515 Miskolc-Egyetemvaros, Hungary
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of large karstic water-filled cavities inside the limestone bedrock of the coal
seam in Lencsehegy MiningWorks [Takacs 1989].
Otherwise, in recent years several papers have been published in the
geophysical literature in connection with borehole casing, discussing ques-
tions such as
— the effect of well casings on electrical surveys [e.g. JOHNSTON et
al. 1992],

— communication capability of a casing or a drillstring for measure-
ment-while-drilling (MWD) [e.g. XIA et al. 1993],

— electrical resistivity measurement through metal casing [e.g.
SCHENKEL et al. 1994],

— DC resistivity imaging from a steel cased well [SCHENKEL 1994].

This paper investigates whether the electromagnetic field of the vertical
steel casing of a single well excited by an alternating voltage applied to an
isolation gap that divides the casing into two parts near the top or bottom end
could be used for the exploration of the surroundings of the well. Frequency
domain measurements offer an opportunity to govern the penetration depth
and transform the measured voltages into apparent resistivities.

2. Surface radial electric field of an E-field excited casing in a
homogeneous half-space

If a voltage is applied to an isolation gap near the top or bottom of an
E-field excited casing a complex I(z) current-distribution will arise along its
length. The maximum value of 1(z) will be at the gap, and at the ends of the
casing its value becomes zero. With increasing frequency 1(z) concentrates
itself towards the gap. Taking the casing as an “antenna” the current
distribution along its axis can be determined by procedures known from
antenna theory [King, Smith 1981; Xia et al. 1993].

In practice, E-field excitation can be more or less accomplished if the
top of the casing and surface electrodes around it, or an electrode located
beneath the casing shoe are taken as points of current supply.

A computer program was developed to determine the current distribution
by the method of moments if the casing has perfect electrical contact with
the homogeneous half-space [Varga 1994].
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In Fig. 1 current distributions along a casing can be seen. The casing is
in a homogeneous half-space with specific conductivities of 0.04 and 0.07 S,
and the frequencies are 3.5 and 3500 Hz. Im I(z) values at 3.5 Hz are
negligibly small. They could not be plotted on this scale. The casing emits
radial currents towards the formation in the vicinity that are proportional to
the partial derivative of I(z) with respect to the vertical direction. Elemental
currents along the casing can be considered as elementary vertical electric
dipoles with real and imaginary currents. Their superposed field can be
measured at the earth’s surface. The contribution of an elementary section
of the casing to the surface field depends on both the current and the relative
positions of the elementary sections with respect to the observation point.

Amplitude and phase frequency sounding curves are presented in Fig. 2
for the half-spaces considered above. The frequency dependence of the
surface radial electric field is similar to the field of a vertical electric dipole
placed in the middle part of the casing.

3. Geometrical sounding over a horizontally layered half-space

It is well known that the electromagnetic field generated by a vertical
electric dipole is weaker by a factor of at least 100 for a given separation and
frequency, and that this attenuates more rapidly with the separation than those
fields due to a horizontal dipole with the same source strength [Goldman
1990]. At the same time, the rock volume between the source and observation
point has a larger effect on the field than the section below the source [Takacs
1988].

Owing to the similiarity between the electromagnetic fields of the casing
and a buried vertical electric dipole the rules mentioned above will probably
apply to our case. It is therefore advisable to examine the attenuation of the
surface electric field and the effect of the layering below the casing.

In Figs. 3 and 4 surface amplitude and phase values of the radial electric
field are shown along a profile above a homogeneous and a layered half-space
for 5 Hz and for the top and bottom excitation respectively. In the layered
section a resistive layer —1000 Dm — is embedded into the homogeneous
half-space below the casing.

The surface field is rather sensitive to the presence of the 1000 Dm layer
— which lies close to the termination of the casing — already at relatively
small offset. At R< 3.51y — hxis the thickness of the first layer — the field
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is lower than for the homogeneous case, at R >3.5hb on the other hand, the
values are higher for the layered model. Even at this low frequency — 5 Hz
— the phase grows dynamically with offset and the effect of the 1000 Qm
layer is an unambiguous decrease at R >hx

The difference is more pronounced in the case of the bottom excitations,
and the amplitudes are larger owing to the geometry and to the fact that from
the bottom end of the casing more current dissipates at a given voltage than
it does at top excitation.

The effect of the resistive layer is more clearly indicated by the pa
apparent resistivity curve calculated from the ratio of the amplitude in the
layered earth to the amplitude in a half-space having the resistivity of the
uppermost layer. The paapparent resistivity curves have a false minimum.
At the same time the practical application of this apparent resistivity definition
is not so straightforward as for point electrodes.

Another apparent resistivity determination — pa*— can be made based
on the homogeneous half-space electric number phase characteristic, i.e.
phase curve versus offset normalized to the skin-depth [Takacs 1988]. p*
values are also given in Figs. 3 and 4. It can be seen, that they have a direct
relation to the section without any “undershoot”.

Geometrical sounding data for large offset are needed to obtain reliable
information about the section. It should not be forgotten, however, that the
low signal sets limits to the separation.

Owing to the fact that the effect of the lower 1000 Qm layer appears at
rather small separation it is expected that frequency domain soundings could
have advantages in the exploration of the immediate vicinity of the well.

4. Frequency sounding over a layered half-space

Amplitude and phase frequency sounding curves are presented in Figs. 5
and 6 for the homogeneous and layered half-spaces in the case of a top and
a bottom excitation. The separations are 250 and 500 m, both in the range
where amplitudes respond with a decrease due to the presence of the resistive
layer. The effect of the 1000 Qm layer for both excitations increases with
the offset. However, it is more pronounced in the case of bottom excitation.

So far as the amplitudes are concerned the difference between the curves
for layered and homogeneous half-space is the gratest at the lowest frequency
as a result of the larger penetration depth. On the other hand, the phase
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Fig. 3. Amplitudes, phases of the 5 Hz radial electric field and apparent resistivities ( pa, pa)
on the surface of a homogeneous — 25 fim —and a layered —25 M 1, 250 m;
1000 ihn, 25 m; 25 fim — half-space (top excitation)
3. dbra. Az 5 Hz-es radialis elektromos térerésség amplitido-, fazis-, és latszolagos fajlagos el-
lenallas ( pa, pa ) szelvényei a 25 N T-es homogén és a 25 M T, 250 m; 1000 M T, 25 m;
25 M 1 paraméter(i rétegzett féltér felszinén (felszini arambevezetés)
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*

Fig. 4. Amplitudes, phases of the 5 Hz radial electric field and apparent resistivities ( pa, pa )

on the surface of a homogeneous — 25 fim —and a layered — 25 fim, 250 m; 1000 fim, 25 m;
25 fim — half-space (bottom excitation)

4. dbra. Az 5 Hz-es radialis elektromos térer6sség amplitdo-, fazis- és latszolagos fajlagos el-

lenallas (pa, pa ) szelvényei a 25 fim-es homogén és a 25 fim, 250 m; 1000 fim, 25 m; 25 fim

paraméter( rétegzett féltér felszinén (als6 drambevezetés)
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difference has an opposite tendency which is connected mainly with the
changes of the lateral extension of the current systems of changing sign around
the casing. Otherwise, the phase values are represented only for the inner
current system around the casing. After the first sign-change they rapidly
change.

The monotonie character of the frequency sounding curves conceals the
information about the layering. However, it will clearly appear in the apparent
resistivity curves calculated by the use of the characteristics of the electric
number over a homogeneous half-space [Takacs 1988]. Such characteristics
can be seen in Fig. 7 for top excitation, where phases and normalized
amplitudes to the DC field are represented as a function of the separation
normalized to the skin-depth (O). Similar characteristics can be given for the
bottom excitation.

For given separation and frequency, knowing the measured phase — or
the amplitudes at the frequency considered and at DC — p,, values can be
calculated.

pavalues determined for the descending branches of the amplitude curves
— where the rate of change is well defined — clearly show the presence of
the 1000 Dm layer near the bottom of the casing. The apparent resistivity
decreases significantly with increasing frequency from 150 Hz to 1000 Hz,
this means that it does not remain constant as it does in the case of a
homogeneous half-space.

5. Field experiment

Numerical models developed above to simulate the casing response
match the experimental data very well.

There is a cased borehole at the Miskolc University campus, which has
offered us a possibility to check the theoretical considerations. The length of
the steel casing is 261 m. Immediately below the casing shoe — from 267 m
downwards — highly resistive Mesozoic limestone basement can be found.
Overlying formations containing the casing are mostly argillaceous sediments
of low resistivity. Apparent resistivities measured in the borehole exceed
20 Dm only in the depth interval 70-132 m.

Phase curve and apparent resistivities deduced from it measured at a
separation R — 250 m are shown in Fig. 8.
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Fig. 7. Amplitudes and phases of the radial electric number (ér) as a function of the induction
number Rf5 (top excitation)
7. abra. A radialis elektromos szam (ér) amplitidé és fazisgorbéje az R/5 indukcios szam
fuggvényében (fels arambevezetés)
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quency dependence of the phase and apparent resistivities (pa) derived from it are shown. 50 V
voltage was applied between the casing and short-circuited electrodes around a circle with 10 m
radius

8. dbra. Egy 261 m hosszlsagu béléscsé felsé megtaplalasaval kapott kisérleti mérés ered-
ményei. A fazis frekvenciafiiggése és a bel6le levezetett pa latszélagos fajlagos ellenallasok
lathatok. Az 50 V-os fesziiltséget a béléscsd teteje és a korilotte 10 m sugard kordn levd
rovidre zart elektrodakhoz csatlakoztattak
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The author’s opinion is that the aim of such measurements is not so much
the quantitative interpretation for layering, but the location of the possible
lateral inhomogeneities in the neighbourhood of the borehole. For that
purpose several measurements have to be made around the borehole on the
circumference of a series of concentric circles.

In our case the signs of human activity prevented us from making more
measurements. Therefore our single test measurement proves only that the
pa(n curve has such characteristic features, that can be used for correlation
between stations with the same separation around the borehole to detect lateral
inhomogeneities.

6. Conclusions

This study has shown that the steel casing of a borehole may be used as
a transmitter antenna. The "-excitation mode — applying a voltage to an
isolation gap that divides the casing into two parts — was selected. Based on
numerical simulations and a test measurement it is to be expected that the
changes of the surface radial electric field around the circumference of a
circle whose centre is the borehole will reflect inhomogeneities in the
neighbourhood of the borehole. Additional work needs to be done since in
reality there are other factors — e.g. contact impedance, dip — that could
bias the results.
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A béléscsének, mint ado- és vevBantennanak hasznalata az
elektromégneses kutatasban

Takacs Erné

A monopol-antennaként megtaplalt acél béléscsé elvileg az elektromagneses tér forrasa lehet
a furas kozvetlen kornyezetének kutatasahoz. A tanulmany ilyen célzattal vizsgalja a béléscsémenti
arameloszlast és az altala létrehozott felszini elektromos térerésséget. Kiilonds figyelmet szentel
a frekvenciafiiggésnek, ami az értelmezésben jél hasznalhatd. A béléscsé elektromagneses terét
leir6 modell — bar sok kozelitést tartalmaz — a kisérleti méréssel jol egyez6 eredményt ad.
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MFV-corrected variances

Ferenc Steiner*, BélaHajagos*, Gabor HURSAN~

The first part of the paper shows and quantitatively characterizes the probability distortions
of the ‘corrected empirical variance’ (denoted by a 21p,ar ) which can be considerable for some,
in practice often occurring, parent distribution types and sample sizes, respectively. Even for the
pure Gaussian distribution (as the parent one) such probability distortions of the conventionally
corrected empirical variance are present.

The second part of the paper deals with the proper correction method called ‘MFV-correction’
or ‘Aft-correction’ (Afi means the most frequent value, the actual values of k being 1/2; 1; 2 and
3). The correction constants C(F ,k;n) are tabulated for three types of parent distributions (see Table
Ilia). Table Illb gives the coefficient-triplets AFt, BFk and CFk to calculate with very good
approximation c(F,k;n) for an arbitrary value of n < 1000.

Eight tables (Table IVa to Table 1VVh) give detailed information about the most important
probability characteristics of the ‘MFV-corrected empirical variances’a2s~on as random variables.
The values are convincing in demonstrating that if one single a 2uicorr is calculated (this is the
ordinary case in practice), then with great probability this estimate is near to the true value of the
variance.

In the overwhelming majority of the discussed cases c(F, k;n) = C(F, k;ri)(n- 1)/n is significantly
greater than unity, showing that though using the simple correction factor n/(n-1), E (a2emp.corr= a2
really holds, this requirement does not, however, result in such a distribution of the estimates
which is acceptable in practice; in asymmetrical cases the fulfilment of the equation ‘E(estimate)
= true value’ is rather misleading in respect of the occurrence probabilities of the bias. It seems
better to speak about ‘unbiased estimate’ if the equation M FV (estimate) = true value holds.

Keywords: variance, estimates of the variance, corrected empirical variances, unbiased
estimate, most frequent value
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1. Introduction

In practice, based on the sample xu x2, ..., xh ... xn, generally the
expression

ERECTASRSL: ®

is used as an estimate of the true value of the variance (i.e., of the square of the
scatter) defined by

VAR(;) =g 2= J(X-E)2-f(x); @

where x is the arithmetic mean of the data xh I is the random variable from
where the sample was taken, f(x) is the probability density fiinction of C, and E
is its ‘expected value’:

E(M)=]x-f{x)dx. 3)

VAR(EJ plays a fundamental role in classical geostatistics for calculating the
variograms [see e.g. M atheron 1965], and their square root, i.e., a itself is
widely used as an error-characteristic. The question arises as to whether or not
Eqg. (1) satisfactorily estimates the true value of variance a2 (and its square root

the scatter cr)?
In every standard book of probability theory and mathematical statistics

[see e.g. Cramer 1945] it is proven that

E(°Ir)*az2 4
and therefore we speak about distortion. The correction is, however, very
simple: in the same books it is proven that the ‘corrected empirical variance’
emp.cerr defined by

2 I-I 2

emp,corr -r;:] a emp (5)

fulfils the equation

E(v)mp,corr)=Vv2 6

and therefore ¢ Zmpwr is usually known as an ‘unbiased’ estimate of c12, i.e., of
the true value of the variance.



MFV-corrected variances 193

HAJAGOsand steiner [1994], however, pointed out that even aZpoor
shows distortions but of other type: these estimates are less (or even
significantly less) with greater (eventually significantly greater) probability
than 0.5 than the true value of a2 Such distortions may be called ‘probability
distortions’ and are extremely important in the practice. A proposal for their
quantitative characterization is given in Steiner [1991] (See page 247). More
intensive investigations of these probability distortions are reported in Kis
and Hursan [1995]. In the next point a fairly complete characterization of
this type of distortion of the aZnpaoor estimates will be given for three parent
distribution types: geostatistical, Jeffreys, and Gaussian (for the formulae of
their probability density functions see in Appendix C/ of the present paper,
where the distribution functions are also given). Comments are given on the
choice of two parent distribution types: a/ Dutter [1986/87] states that in
geostatistic practice, geostatistical distribution generally serves as an appro-
priate model (this type is not only characteristic of geostatistics, see e.g. the
practical: on one hand geodetical on the other hand astronomical examples
given in HAJAGOsand steiner [1994]); bl after Jeffreys [cited by Kerekfy
1978] shorter flanks than those of the Jeffreys-distribution never or very
rarely occur in practice.

All investigations of the present paper were made with the Monte Carlo
method characterized by the repetition number N= 10000 for both of the
above- mentioned parent distributions. Although the Gaussian case as a parent
distribution is far from the realities of the geosciences, for comparison
purposes this classical case is also treated in this paper. The Monte Carlo
method is not needed for investigating the Gaussian case (only integrating or
differentiating is neccessary) as the probability density function of aZnpoorr
can be given in this case also analytically:

(7)

where y=c2,,.,. [seee.g. Cramér1945].
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2. Characterization of the probability distortions

Figure 1 shows the frequency function of breTpxon/a2 for the sample
size n=9 and for the geostatistical parent distribution. The already cited
proposal of steiner [1991] for measuring the probability distortion will be
denoted by pd; the definition is very simple:

2
od - emp,corr <&)_1 . ®)

2
I:[aemp,corr >a2)

Fig. 1. Three alternatives for characterizing ‘probability distortions’ of the so-called ‘corrected
variance’ (a2emp.con): the value of the mode and that of the median of the estimations are
significantly less than the true value of the variance (denoted by a2), and the probability of the
event aZ2empcorr >cr2 is significantly less than 0.5. The parent probability distribution
calculating this curve was of geostatistical type but these probability distortions occur also if the
parent distribution is pure Gaussian, nevertheless in the latter case they are not so considerably
(even shockingly) large QS those presented here
1. dbra. A ,korrigalt empirikus variancia” (cr emp.corr) haromféleképpen lehet ‘valdszin(iségi
értelemben torzitott’: a modusz és a médian értékei szignifikansan kisebbek lehetnek a variancia
elméletileg helyes (a“-tel jeldlt) értékénél, valamint a emp.con >0 a relacio eléfordulasanak
valészinlisége szignifikansan kisebb lehet 1/2-nél. Az abra esetében geostatisztikus tipusu volt
az anyaeloszlas, de ezek a ,valdszin(ségi torzulasok™ fellépnek akkor is, ha steril Gauss tipusu
az anyaeloszlas, csak utobbi esetben kisebb mértékiiek ezek a torzulasok az abran
bemutatottaknal
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The value of the denominator is given in Fig. 1. (=0.383) and the other
probability value figuring in Eq. (8) is clearly 1-0.383=0.617; thereforepd
equals 0.61.

It can be more informative in respect of the probability distortion to
determine the difference between the median of the estimates (i.e., of the
value med(aznpax)) and the true a2value. Denoting this difference by pdmed
this other characteristic of the probability distortion can be calculated simply
as

pdmed = 1- med{a&np.corr ©

The third characteristic of the probability distribution expresses our
spontaneous wish: it would be desirable that the mode (maximum) of the
gZnpoon-curve should coincide with the true value a2 In this respect it is
understandable to define this third characteristic of the probability distortion
as

GO)

Table | presents the values of all three probability distortions for the
geostatistical, Jeffreys and Gaussian parent types —and for the sample sizes
n=4; 9; 16; 25; 49; 100; 400; 900. Figure 2 shows the results as curves;
naturally all probability distortions increase with decreasing sample size. The
distortion values themselves are considerable even if the sample sizes are not
extremely small. Neglecting this distortion is eventually justified at the
Gaussian but only at very great sample sizes.

3. Most frequent values (Mj-s) of the estimates a2 emp,con

The formulae for determining the so-called ‘most frequent values’
(MFVs) denoted by Mk simultaneously with the corresponding dispersion-
characteristics zkcalled dihesions (k= 1/2; 1; 2 and 3) are given, for example,
in Steiner [1991], and in Steiner [1989]. These formulae are reproduced in
Appendix A/ both for samples and for given density functions.

Figure 3 shows the probability density curve for the same case as was
dealt with in Fig. 1. In Fig. 3, however, besides the frequency function the
Mk\alue of the random variable for k—3 is also given as well as the interval
(Mk-ek Mk+eK with the corresponding value of the probability of the event
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n= 900 400 100 49 25 16

Fig. 2. Curves of the probability distortions
pd, pdmed and pdmode (see Egs. 8, 9 and 10)
versus 1/Vn where n is the size of the sam-
ple. Note that at some frequently occurring
parent distributions these distortions cannot
be neglected even if the sample size is 400 or
900 (see also Table I)
2. dbra. A (8), (9) és (10) egyenletekkel de-
finialt és pd-\e 1, pdmed-del valamint pdmode-
dal jeldlt valoszindségi torzulasok gorbéi az
3 'in fuggvényében, ahol n a mintaelem-
szamot jelenti. Lathat6, hogy e torzulasok
viszonylag gyakran el6forduld
eloszlastipusokra még elég nagy n-eknél sem
hanyagolhatok el: a pd esetében példaul még
n=400, s6t n=900 esetén sem

Mk-ek<azZnpoo/a2<Mk+ek. It is by no means a surprise that the values of
a random variable concentrare around a most frequent value (MFV), i.e.
around M12 Mj, M2 or M3 with different but considerable probability. In
respect of the appropriate estimate of the true value of the variance (a2
naturally MFV = 1would be desirable —but the estimate rszmpoorJMKktrivially
fulfils this demand (Table Il gives the corresponding M*-values for a great
variety of cases). In Fig. 4, Mk means the most frequent value of this newly
corrected estimate if the E{estimateurs2 holds: according to the traditional
definition of unbiasedness this new estimate should be considered as a biased
one. However, Fig. 4 clearly shows that this once more corrected estimate
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Fig. 3. For just the same case as Fig. 1, symmetrical interval of 2s3 length (i.e., twice that of
the dihesion) marked around the most frequent value M 3. The probability that c*emp,contal
occurs in this interval is also given in per cent

3. abra. Az ms leggyakoribb érték korili, 2s3 (azaz kétszeres dihézidnyi) hosszlsagu interval-
lum az 1. 4brdn mar megismert esetben; szazalékosan adott annak a val6szin(isége, hogy a
a emp.corrra2arany ebbe az intervallumba esik

fully meets our practical demands: a considerable percentage of the estimates
are concentrated around the true value. Consequently, it is indifferent in
practice if our estimates are ‘unbiased’ in the conventional use of Eq. (8), or
generally written: in all asymmetrical cases it is completely indifferent from
the point of view of practice if

E(estimate) = true value (6a)

holds or not. The classical notion of ‘unbiased estimate’ is of no use: it has no
practical meaning according to our present investigations. It is logical to demand

MFV(estimate) = true value (12)

and if for the estimate Eq. (11) is fulfilled, the estimate can be called ‘unbiased’
in the new sense and this adequately corresponds to the demands of the practice.
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Mk and ek value -pairs of oanp'corav] for different parent distribution types and various

parent sample sizes (see Eqs.Al,...,A4 in the Appendix)
distribution .
size of the sample (n)
type
12=4 n=9 /1=16 n=25 n=49 n=100 n=400 n=900

0.433 0.633 0.852 0.882 0.950 0.965 0.986 0.988

0.372 0.371 0.346 0.37 0.27 0.187 0.085 0.06

0.513 0.684 0.874 0.903 0.958 0.970 0.987 0.988

- £.= 0.428 0.398 0.353 0.304 0.236 0.170 0.085 0.06

geostatistical

M2- 0.631 0.758 0.889 0.918 0.964 0.974 0.987 0.988

e2= 0.519 0.445 0.366 0.320 0.240 0.171 0.085 0.06

M3= 0.704 0.821 0.906 0.931 0.973 0.978 0.988 0.989

£3= 0.638 0.476 0.375 0.329 0.243 0.172 0.085 0.06

0.568 0.798 0.874 0.909 0.965 0.973 0.988 0.992
0.4787 0.424 0.343 0.289 0.222 0.158 0.082 0.054

M= 0.663 0.842 0.898 0.928 0.977 0.978 0.989 0.993

£l= 0.5404 0.443 0.350 0.294 0.225 0.159 0.082 0.054

Jeffreys M:= 0.781 0.900 0.933 0.952 0.990 0.983 0.991 0.993
£2= 0.623 0.471 0.363 0.303 0.229 0.159 0.083 0.054

M3= 0.847 0.932 0.953 0.965 0.996 0.986 0.991 0.994

c3 0.673 0.489 0.372 0.308 0.231 0.160 0.083 0.054

M,4= 0.691 0.876 0.940 0.959 0.983 0.986 0.996 0.997

£» = 0.550 0.428 0.323 0.258 0.184 0.132 0.064 0.043

M, = 0.769 0.908 0.954 0.968 0.986 0.988 0.997 0.998

Gaussian £\ = 0.590 0.438 0.325 0.260 0.184 0.132 0.064 0.043
Mi= 0.866 0.946 0.973 0.980 0.991 0.992 0.998 0.998

£2= 0.646 0.451 0.329 0.261 0.184 0.132 0.064 0.043

M ,= 0.866 0.965 0.983 0.987 0.994 0.994 0.998 0.998

0.679 0.458 0.332 0.263 0.185 0.133 0.064 0.043

Table Il. MFV (most frequent value) of the variances aZemp.con (See Eq. 5)
Il. tablazat. A azemp.corr Varianciak legyakoribb értékei (lasd (5) egyenlet)

2
4. MFV-corrected estimates of the variance (a w«corr)

Empirical variances are defined both in Eq. (1) and Eq. (5); in the first
case the estimate is denoted by aZnp in the second one by <geTpoor To have
MA-corrected estimates, the new correction factors in both cases depend
equally upon F (the parent distribution, characterized here by its distribution
function), upon k (which was chosen from the values 1/2; 1; 2 and 3) and
naturally from the sample size n. For the M”-values that are known (see



200 F. Steiner - B. Hajagos - G. Hursan

Fig. 4. MFV-corrected variances (erzemp.cor) estimate the true value of the variance (cr2) in the
interval (Mk-zk, Mk+zk) with considerable probability

4. dbra. Az MFV-korrigalt varianciak (er emp.cor) az (My-zk, Mk+zk) intervallumban jelent6s
valdszin(iséggel adnak becslést a variancia cr2-tel jeldlt, elméletileg helyes értékére

Table Il), Table Illa presents the coefficients of this new correction in the
sense that ¢ and C values are given for calculating in two ways:

®Mkcorr = ¢(F,k,n) mremp Qr (12
or
2 2
®Mkcorr ~ C(F,k,n) my ep . (13)

To be able to execute this correction not only for the sample sizes n=4,
9, 16, 25, 49, 100, 400 or 900 given in Table llia, Table Illb gives the
coefficients of simple «-dependent polynomials both for c(F,k;n) and
C(F,k;n). Calculations for the coefficients of a simple approximation were
made on the basis of the supposition that a polynomial of the form

c(F.,k;n) = 1+ Apkjft '+ Bp~jn + Cp  ft * (14)
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parent sample sizes (n)
distribution K
vDe /1=4 n=9 /2=16 n=25 n=49 n= 100 /1=400 osQ®O

‘A 3.077 1.776 1.320 1.175 1.066 1.046 1.016 1.012
geostatistical 1 2.596 1.643 1.218 1.153 1.062 1.041 1.015 1.012
2 2.114 1.484 1.181 1.133 1.058 1.036 1.014 1.012
3 1.893 1.370 1.177 1.117 1.049 1.032 1.013 1.011
‘h 2.346 1.432 1.220 1.145 1.058 1.037 1.014 1.008
1 2.010 1.356 1.188 1.122 1.045 1.033 1.013 1.008
Jeffreys 2 1.706 1.270 1.143 1.093 1.031 1.027 1.012 1.008
3 1.573 1.226 1.119 1.078 1.023 1.020 1.011 1.008
‘A 1.928 1.303 1.134 1.086 1.037 1.024 1.006 1.003
. 1 1.733 1.258 1.117 1.076 1.035 1.021 1.005 1.003
Gaussian 2 1.539 1.208 1.096 1.062 1.021 1.018 1.005 1.003
3 1.453 1.184 1.085 1.055 1.027 1.016 1.004 1.002

Table llia. Correction factors C(F,k;n) to calculate MFV-corrected variances denoted by
<2Mkcon as C(F,k\n)-a emp

Illa. tablazat. A a2wkeorral jeldlt MFV korrigalt variancidk a'emp alapjan torténd
kiszamitasahoz szilkséges C(F,k\n) korrekciés faktorok

is able to give satisfactory approximations of the «-dependency of the MFV-cor-
rection factor if a2 conis to be corrected: (vatAFk BFh CFkcoefficient-triplets
which are the best for the actual Ivalue and for the F parent distribution in
question (in the sense of the L2norm,) can be easily calculated using the simple
least squares techniques, based on the c-values given in Table lIlia.

Obviously the C correction constant, also defines the same value-triplet,

as

C(Fk;n) = P c(F.,k;n) (15)
can easily be proven on the basis of Egs. (1), (5) and (14). The ARf BFh CFk
value-triplets obtained are presented in Table IHb, and Fig. 5 shows the curves
of the C-approximations (some numerical differences from the true C-values are
given — in per cent — in the last column of Table 1HD).
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parent maximum of the difference
?lsglblﬂlon between the true value of ¢ and
o « &Rk EFk its approximation in the sample

size interval 4 <n <900

\ -0.75 40.86 -37.41 2.3

geostatistical 1 -0.3 34.79 -35.89 19
2 0.253 18.97 -21.12 17

3 174 6.49 -5.68 11

M 3.944 -6.157 18.07 12

Jeffreys 1 2.98 -2.08 8.41 13
2 2.03 0.490 2.198 12

3 1.586 1.247 0.334 12

M 1491 1.966 4.958 0.8

Gaussian 1 1.368 2.02 222 0.8
2 1.03 2.79 -1.09 0.7

3 0.83 3.17 -2.43 0.7

Table Illb. Afx Bf,kand Cfkcoefficients to have C(F,k;n) for arbitrary n (between 4<n<900)
using Egs. (14) and (15)
Illb. tablazat. A C(Fk;n) meghatarozasahoz szilkséges Afx BfK, Cfk koefficiensek tetszéleges
(4<n<900) n-ekre a (14) és (15) egyenletekben

5. Detailed numerical characterization of the random
variable a2wm kcorr

The purpose of this point is to characterize in a sufficiently detailed way
the measure of concentration of the estimates <&MQIT around the true value
of the variance (crd. For each studied sample size n (see Table IVa to
Table 1Vh) the corresponding occurrence probabilities are given for 5 lengths
of the interval around the correct a 2-value . Also given are the gtand quvalues
defined by the following probabilities (denoted for short o2WCGn/a2 by y):
P(q)<y <1)= 1/4 andP(\ <y <qu =1/4. The differences qu-q;are also given
(being more or less independent of k). These latter intervals belonging to the
probability of 50 % are enhanced with each density curve of Figs. 6a, 6b.
and 6¢. (In Figs. 6a, 6b, and 6c¢, for the discussed three parent distributions
and for all eight studied sample sizes the density curve for that K is shown
where the difference qu-gi is minimum, see the last column in each part of
Table 1V.)
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Gaussian
parent-distribution

Fig. 5. Curves of coefficients c (r.k;n) to cal-
culate MFV-corrected variances in the fol-
Iowing way: a2Mkcorr=C(F,k-n)-G Zemp
(Table llia gives the correct values

5. abra. A a2WVkcorr értékek, azaz az MFV-
korrigalt varianciak szamitasahoz sziikséges,
c(F.k;n)-nd jeldlt korrekcids tényezék gor-
bél, a korrekcid azmka>rr= C{F.,k\n)G 2emp
szerint torténik. (A C pontos értékeire
vonatkozéan Id. a llla. tablazatot.)

It is hoped that our results are found to be convincing; working on the
basis of the MFV-concept, i.e., using the Pr norms instead of the L2one, all
conventional definitions and statements must be checked. This is very
laborious work but unavoidable. It is also hoped, that by introducing the
MFV-corrected estimate of the variance, the variograms in the classical
geosciences and the scatters (as error-characteristics) in many fields of science
and its applications can be determined much more reliably than with the
conventional formulae.



204 F. Steiner - B. Hajagos - G. Hursan

Concentration ofthe MFV corrected variances around the true value
ofthe variance for the sample size n=4

parent
distribution probability ofthe event 1- A< corr <1+ [ un - 41
type
K A=0.2 0=0.4 0=0.6 0=0.8 A=1.0
0.5 0.1385 0.2836 0.4247 0.5632 0.6584 1.5447
geostatis- 1 0.1525 0.295 0.4547 0.6108 0.7218 1.4974
tical 2 0.1562 0.3101 0.4828 0.6571 0.7877 15411
3 0.152 0.3181 0.4885 0.6737 0.8192 1.5931
0.5 0.1453 0.3016 0.451 0.5973 0.6934 1.4432
Jeffreys 1 0.1562 0.3185 0.4805 0.6463 0.7545 1.3723
2 0.1669 0.3295 0.5101 0.692 0.8119 1.3632
0.1669 0.3361 0.5194 0.7046 0.8378 1.3969
0.5 0.1695 0.3319 0.4945 0.6424 0.7515 1.2704
Gaussian 1 0.1768 0.3506 0.521 0.6805 0.7946 1.2191
2 0.182 0.3684 0.5463 0.7159 0.8407 1.2096
3 0.1853 0.3734 0.5525 0.7316 0.8579 1.2026

Table IVa. Concentration of the MFV-corrected empirical variances around the true value 0"

for the sample size n=4
IVa. tablazat. Az MFV korrigdlt variancidknak a er2 koriili koncentraci6ja n=4 esetén

Concentration ofthe MFV corrected variances around the true value
of the variance for the sample size n=9

parent
distribution probability ofthe event  1-J1 < a ~ corr <1+ [ Yn~y1
type
K [=0.2 =04 =06 [=0.8 N=1.0
0.5 0.2266 0.4393 0.6214 0.7372 0.7993 0.9664
geostatis- 1 0.2326 0.4492 0.6432 0.7726 0.8312 0.9679
tical 2 0.234 0.4545 0.6652 0.8125 0.8643 0.9811
0.2304 0.4584 0.6758 0.8257 0.8807 0.9967
0.5 0.2592 0.4966 0.687 0.8067 0.8627 0.8321
Jeffreys 1 0.2631 0.5066 0.7086 0.8316 0.8839 0.8165
2 0.2652 0.5181 0.7292 0.8564 0.9056 0.8159
0.265 0.522 0.7364 0.8698 0.9158 0.8324
0.5 0.2838 0.5629 0.7722 0.8847 0.9305 0.7263
Gaussian 1 0.2895 0.5663 0.7724 0.885 0.9328 0.7118
2 0.2952 0.5745 0.7871 0.9026 0.9445 0.7061
3 0.3001 0.5761 0.7922 0.9104 0.9499 0.7080

Table IVb. Concentration of the MFV-corrected empirical variances around the true value a
for the sample size n=9

IVb. tablazat. Az MFV korrigalt variancidknak a a 2 koruli koncentracidja n =9 esetén

2
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Concentration ofthe MFV corrected variances around the true value
ofthe variance for the sample size n=16

parent
distribution probability ofthe event 1- A<a l\)lj"corr <1+ A Uy - 41
type
K 0=0.2 0=0.4 0=0.6 0=0.8 A=1.0
0.5 0.3504 0.6379 0.8184 0.8999 0.9346 0.6089
geostatis- 1 0.3539 0.6436 0.8293 0.9099 0.9413 0.5970
tical 2 0.3569 0.6533 0.8442 0.9231 0.952 0.6095
0.3572 0.6553 0.8522 0.9292 0.9566 0.6188
0.5 0.3531 0.6355 0.82 0.8979 0.9353 0.5939
Jeffreys 1 0.357 0.6436 0.8326 0.9088 0.9435 0.6013
2 0.3578 0.6499 0.8478 0.9224 0,952 0.6059
3 0.3593 0.6559 0.8551 0.9297 0.9564 0.6118
0.5 0.4067 0.7221 0.8924 0.9559 0.9804 0.5015
Gaussian 1 0.4101 0.727 0.8984 0.9596 0.9824 0.5035
2 0.4146 0.7325 0.9062 0.9663 0.9848 0.5040
3 0.4143 0.7356 0.9106 0.9693 0.9859 0.5041

Table TVc. Concentration of the MFV-corrected empirical variances around the true value o2
for the sample size n=16

IVc. tablazat. Az MFV korrigalt varianciaknak a ¢ 2 kdralli koncentraci6ja n= 16 esetén

Concentration ofthe MFV corrected variances around the true value
ofthe variance for the sample size n=25

parent

distribution probability ofthe event 1. O< a?Mjr;COir <1+ Yy ~ 41

type

K N=0.2 0=0.4 0=0.6 0=0.8 A=1.0

0.5 0.3661' 0.6611 0.8258 0.8991 0.9387 0.5777

geostatis- 1 0.3669 0.6734 0.8468 0.914 0.9496 0.5766

tical 2 0.3657 0.6827 0.862 0.9286 0.961 0.5848

3 0.3652 0.6853 0.87 0.9369 0.9681 0.5953

0.5 0,4329 0.7407 0.8902 0.9492 0.9754 0.4764

Jeffreys 1 0.4354 0.7475 0.9022 0.956 09783 0.4763

2 0.4347 0.7547 0.913 0.9628 09819 0.4834

3 0.4348 0.7594 0.9175 0.9662 0.9841 0.4858

0.5 0.5026 0.8263 0.9507 0.9854 0.996 0.3986

Gaussian 1 0.5049 0.8315 0.9535 0.9866 0.9963 0.3949

2 0.5107 0.8362 0.958 0.988 0.9967 0.3929

3 0.5142 0.8382 0.9597 0.9888 0.997 0.3956

Table 1Vd. Concentration of the MFV-corrected empirical variances around the true value cr2
for the sample size n=25

IVd. tdblazat. Az MFV korrigalt variancidknak a a2 koruli koncentrdciéja n= 25 esetén
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Concentration ofthe MFV corrected variances around the true value
of the variance for the sample size n=49

parent
distribution probability of the event  1- A<cry <1+ A g T
type
K 0=0.2 0=0.4 0=0.6 0=0.8 A0
0.5 0.4892 0.8101 0.9335 0.9743 0.9902 0.4134
geostatis- 1 0.4916 0.8172 0.9398 0.9776 0.9915 0.4096
tical 2 0.4981 0.8269 0.946 0.9813 0.9935 0.4099
0.4979 0.8297 0.9495 0.982 0.994 0.4132
0.5 0.5752 0.8831 0.9689 0.9915 0.9992 0.3384
Jeffreys 1 0.5776 0.89 0.9727 0.9929 0.9994 0.3387
2 0.5797 0.8957 0.9763 0.9941 0.9995 0.3416
0.5801 0.8978 0.9775 0.9951 0.9995 0.3434
0.5 0.6676 0.9424 0.9941 0.9996 1 0.2733
Gaussian 1 0.6687 0.9439 0.9941 0.9996 1 0.2732
2 0.6706 0.947 0.9943 0.9996 1 0.2716
3 0.6712 0.9476 0.9947 0.9997 1 0.2722

Table IVe. Concentration of the MFV-corrected empirical variances around the true value a2
for the sample size n=49

IVe. tablazat. Az MFV korrigalt variancidaknak a ci2 koriili koncentracidja n—49 esetén

Concentration ofthe MFV corrected variances around the true value
ofthe variance for the sample size n=100

parent
distribution probability of the event 1-A< CTKAACO” <1+ 4 Un -41
type
K 0=0.2 0=0.4 0=0.6 0=0.8 0=1.0
0.5 0.6553 0.9378 0.9867 0.998 09997 0.2876
geostatis- 1 0.6587 0.9412 0.988 0.9983 0.9998 0.2872
tical 2 0.6644 0.9455 0.9904 0.9985 0.9998 0.2877
3 0.6629 0.9434 0.9893 0.9987 0.9998 0.2901
0.5 0.7389 0.9705 0.9964 0.9998 1 0.2382
Jeffreys 1 0.7411 0.9719 0.9969 0.9999 1 0.2382
2 0.7442 0.9735 0.9974 0.9999 1 0.2396
0.745 0.9742 0.9975 0.9999 1 0.2391
0.5 0.8375 0.9926 0.9999 0.9999 1 0.1952
Gaussian 1 0.8397 0.9931 0.9999 0.9999 1 0.1944
2 0 8415 0.9932 0.9999 0.9999 1 0.1950
3 0.8419 0.9934 0.9999 0.9999 1 0.1949

Table IVf. Concentration of the MFV-corrected empirical variances around the true value a2
for the sample size n= 100

IVf. tablazat. Az MFV korrigalt variancidknak a ct koruli koncentrdciéja n= 100 esetén



parent
distribution

type

geostatis-

tical

Jeffreys

Gaussian

MFV-corrected variances

probability ofthe event

n=0.2
0.9447
0.9446
0.9447
0.9442
0.9749
0.9751
0.9757
0.9756
0.9953
0.9953
0.9953
0.9954

0=0.4

0.9995

0.9995

0 9995

0.9994
1

L i =

con. <1+ [
n=0.8 n=1.0

1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1

qu-ffi
0.1410
0.1409
0.1401
0.1391
0.1217
0.1210
0.1210
0.1208
0.0937
0.0936
0.0936
0.0937

Table 1Vg. Concentration of the MFV-corrected empirical variances around the true value cT
for the sample size «=400

IVg. tablazat. Kr MFV korrigalt varianciaknak a a2 korili koncentracidja «=400 esetén

parent
distribution

type

geostatis-
tical

Jeffreys

Gaussian

o
o =

o o
U.IOJI\)HU.IWI\)H

WN -

probability of the event

[=0.2
0.9396
0.9391
0.9389
0.9386
0.9989
0.9989

0.999

0.999

1

1
1
1

[1=0.4
1

PR R R RPRRRRPRPRP PR

1- A<onr ooT <l+p

[=0.6
1

PR R R RPRPRPRRRPBE

[=1.0

1

PR RPRPRPRPRRRERRREREPR

n —41
0.0953
0.0952
0.0950
0.0949
0.0795
0.0794
0.0794
0.0793
0.0628
0.0628
0.0628
0.0629

2
Table IVh. Concentration of the MFV-corrected empirical variances around the true value a
for the sample size «=900

IVh. tdblazat. Kr MFV korrigalt variancidknak a a2 kéruli koncentracidja «=900 esetén
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Fig. 6a. (the figure caption is given on the next page)

6a. dbra. (az abrafelirat a kovetkez6é oldalon talalhato)



MFV-corrected variances 209

frequency
1.6 function

12

0.8

04

Q0

frequency
4 function

Fig. 6a. Curves of MFV-corrected variances (a2wkcon) for eight sample sizes (from n=4 to
1n=900); the parent distribution is of geostatistical type. The areas between gi and  are charac-
terized by the probability 0.5; the probability of both events qt <a MCor/& <1 and
1 < aMkcorr/ ° 2 < Uu is eUnally 1/4
6a. abra. MFV-korrigalt variancidak gorbéi (azaz a 2ukcorrgdrbék) nyolcféle mintaméretre (n=4-
t6l t=000-ig); az anyaeloszlas geostatisztikus tipusi. A gorbék alatti terlileteket gi és  kozott
1/2 val6szin(ség jellemzi. Mind a g{ <a Blcon/a2 <1, mindaz 1<wn BBdT/a" <qu
valészinlisége 1/4-del egyenld
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frequency
function

0.6

04

0.2

0.0

frequency
function

Fig. 6b. (the figure caption is given on the next page)

6b. dbra. (az abrafelirat a kovetkezd oldalon talalhatd)
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Fig. 6b. Curves of MFV-corrected variances (a2w «con) for eight sample sizes (from n=4 to
n=900); the parent distribution is of Jeffreys type. The areas between qi and qu are charac-
terized by the probability 0.5; the probability of both events gl <am wn /> <1 and
l1<vicorrl*2 <% isequally 1/4
6b. abra. MFV-korrigalt varianciak gorbéi (azaz (P'm"orr-gorbék) nyolcféle mintaméretre
(A= 4-t6l n=900-ig); az anyaeloszlas Jeffreys tipust. A gorbék alatti terlileteket qi és du kozott
1/2 val6szin(ség jellemzi. Mind a qt <a\fiCorr/a - <1, mindaz 1<ca®kCor/a <qu
valdszinlisége 1/4-del egyenld
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frequency
function

04 0.6

0.2

0.0

frequency
function

Fig. 6c. (the figure caption is given on the next page)

6¢c. dbra. (az abrafelirat a kdvetkez6 oldalon taldlhato)



MFV-corrected variances 213

Fig. 6¢c. Curves of MFV-corrected variances (crawkcon) for eight sample sizes (from n=4 to
n=900); the parent distribution is of Gaussian type. The areas between gi and qu are charac-
terized by the probability 0.5; the probability of both events qt <c B4Q0r/0 2 <1 and

1< °M kcorr/ ®° 2 < Qu is eYually 1/4
6¢c. abra. MFV-korrigalt varianciak gorbéi (azaz a2wicorr-gorbék) nyolcféle mintaméretre
(n=4-t6i n=900-ig); az anyaeloszlas Gauss tipusi. A gorbék alatti teriileteket gi és I\u kdzott
1/2 val6szin(ség jellemzi. Minda gt <a BiQ0Or/a 2 <1, mindaz 1<a\ltCor/o 2 <qu
valdszin(isége 1/4-del egyenld



214 F. Steiner—B. Hajagos—G. Hursan
Appendix

A/ Formulae for calculating Mk and ek based on samples: the equations

(Al)

and
y-1 (i~ )

(A2)

must be simultaneously fulfilled. (These formulae were applied in the Monte
Carlo investigation of the present paper executed for estimates of variances
obtained for samples from geostatistical and Jeffreys parent type distributions.)

B/ Formulae for calculating Mk and zk based on given probability density
functionsf(x): the equations
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and

(A4)

must be simultaneously fulfilled.
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C/ The density- and distribution functions (for the standard case, i.e., if for
the parameter of location (7) and that of scale (5) 7=0 and S =1 hold)
for the geostatistical and Jeffreys types of probability distribution and for
the Gaussian are the following:
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calculated by compu%er with the approximation formula given, for example, in
Steiner[1990] as Eq.(I-45).

The maximum difference between these approximate values and the
correct values of Fg(g equals 10~7. For generating samples of geostatistical
and Jeffreys types, random numbers distributed equally between 0 and 1are
based on the distribution functions FJx) and FJx) — in the sense demon-
strated in Steiner[1990] (Fig. 5.2) .
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MFV-korrigélt varianciak

Steiner Ferenc, Hajagos Béla és Hursan Gabor

A konvencionalisan korrigalt empirikus variancianak {arerpconak) még az adatok steril
Gauss-tipusu eloszlasa esetén is vannak un. ,val6szinliségi torzulasai”. Ezek ellen ugy
védekezhetiink, hogy MFV-korrekciét alkalmazunk; az ehhez sziikséges korrekcios faktorokat a
Illa. tablazat mutatja be harom anyaeloszlas-tipusra és kiilonb6zé n mintaméretekre (goérbékkel az
5. abra szemlélteti ezeket). A lllb. tablazat egyitthaté-harmasai segitségével e korrekcios faktorok
jO kozelitéssel szamithatok barmely n mintaméretre (megjegyzendd, hogy ilyen korrekcidra
«<1000 esetén a targyalt anyaeloszlasokndl mar nincs is sziikség). A aV” orr-eket, mint
valészinlségi valtozokat, a gyakorlat szemszdgébdl a legfontosabb adataikkal a rVa.-1Vh.
tablazatok mutatjak be.

A gyakorlati céll vizsgalatok felvetették azt a kérdést, hogy a b becslések torzitatlansaganak
altalanosan elfogadott elméleti definicidja (nevezetesen hogy ti. b-t torzitatlan becslésnek nevezziik,
ha a becslések szamértékeinek varhat6 értéke azonos az elméletileg helyes értékkel) kritika nélkl
alkalmazhat6-e a gyakorlatban. A torzitatlansag kritériumaként a gyakorlat inkabb azt igényelné,
hogy a dolgozat szerint a becslések szamértékeinek leggyakoribb értéke legyen egyenld a valddi
értékkel.
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