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A STUDY OF THE VARIATION OF TIDAL NUMBERS WITH EARTH
STRUCTURE

Péter VARGA* and Carlo DENIS**

Studies in earlier works on the determination of Love numbers were based on specific Earth
models. This paper, however, aims at the systematic investigation of Love-number variations as a
function of varying certain elements of the Earth model. We also examine the possible regional
variations of Love numbers and their combinations in the case of a 3D Earth model based on
seismology. From these model investigations we concluded that the difference between observation
results and the gravity Love-number combination theoretically determined for the PREM cannot
be explained by lateral inhomogeneities of the 3D model.

Keywords: Earth tides, Earth models, Love numbers, radial inhomogeneity, lateral inhomogeneity

1. Brief historical outline and our present conception about the interior of the
Earth

In the course of the 4 years between the XVIIIth and XIXth congress of
the International Union of Geodesy and Geophysics (held in Hamburg and in
Vancouver, respectively), a fundamental change has taken place in our concep-
tion about the interior of the Earth.

In order to only approximately demonstrate this development it is worth-
while glancing at the improvement of the conception formed by science on the
interior of our planet. 1987 was the 300th anniversary of one of the greatest
scientific works ever published, Newton’s Philosophiae Naturalis Principia
Matematica. This was a turning point in the history of science. It is evident that
preceding this time—in ignorance of the law of gravity—one cannot speak
about any scientifically grounded idea relating to the interior of the Earth. After
Newton, one had to wait for more than 50 years till it could be stated, on the
basis of Bouguer’s Chimborazo experiment in 1738, that the surface rocks are
substantially less dense than the Earth generally i.e. density is increasing from
the surface towards the centre of our planet. This was actually the first step
towards the understanding of our planet. The real mean density values were
obtained only considerably later on the basis of the experiments carried out on
the Schiehallion hill and in its surroundings in Scotland in 1774 and of Caven-
dish’s laboratory measurements of 1798.
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Radial density distribution was given for the first time by the theories of
Legendre (1793) and Laplace (1825) based on Clairaut’s formula (1743) which
we now know was based on completely unrealistic assumptions. The core of the
Earth appears only in Radou’s (1855) and Wiechert’s (1897) models.

From the beginning of the XXth century the development and application
of seismology in the research of the structure of our planet enabled us to form
a detailed conception about the interior of the Earth. Applying Williamson’s
and Adam’s theory set up in 1923 and the seismic data accumulated so far,
Bullen created his first model—the A model—in 1936. In the same year Leh-
mann discovered the solid inner core. Oldham had already proved in 1906 that
the outer core was fluid. Bullen’s A model together with Gutenberg’s velocity
data, the so called GBA model, enabled the forming of a rather good overall
conception on the structure of the planet that acquited itself well until the early
60s, when the first successful and good quality records of free oscillations
afforded possibility of checking the model created earlier. On the basis of free
oscillations and the rapidly accumulating seismic data base, a great number of
new Earth models appeared in the late 60s, which in fact gave a similar picture
of the interior of the Earth as the Bullen model. This new wave of the radially
symmetric 1D models can be divided into two main groups:

— optimum models made by using all possible data e.g. model B 497 [Dzie-
wonski-G ilbert 1972] or model Bl of Jordan and Anderson [1974];

— reference models from which in addition to the expectations concerning
good approximation of the observations and minimum deviation from the
optimum models, primarily simple handling is required. Up to now there has
been no final generally accepted reference model, but Dziewonski and
Anderson’s [1981] Preliminary Reference Earth Model (PREM) is widely
used.

Thus we arrived—in our historical review—to 1983 and to the year of the
UGGI congress in Hamburg. In the course of the 296 years from the appearance
of Newton’s Principia, planetary geophysics had reached the stage of having a
reliable picture on the radial distribution of density and elastic parameters.
Naturally a model like this leaves several questions without answers. If the
internal features of our planet had only spherical symmetry, the Earth would
be completely lifeless from the viewpoint of tectonics. As it is not so, for the
investigation of tectonic and even shorter period effects, the lateral variations
of the physical parameters need to be known. Geophysicists have been seeking
after this for a long time but a real break-through could be achieved only.now,
when in the years following the Hamburg UGG conference an ever increasing
number of publications has appeared describing 3D planetary structures instead
of one-dimensional models supposing only radial inhomogeneity. The study of
lateral inhomogeneities in the interior of the Earth gathered a decisive impetus
from two sources, (i) seismic networks set up in the 70s, yielding digital data,
and (ii) the appearance of big computers in the early 80s that are able to handle
simultaneously the enormous data base. These two facts explain how, between
1983 and 1987, 3D Earth research became a central topic. Compared to the past
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we have today substantially improved picture about the inhomogeneities in both
the mantle and the core. The lateral inhomogeneities of the upper mantle were
investigated in detail by Woodhouse and D ziewonski [1984]. In the upper-most
50 km of the upper mantle, lateral inhomogeneities of +8% appear, whereas
from 250 km on only those of +2.5% and in the immediate vicinity of the
transition zone velocity anomalies detectable perpendicularly to the radious
amount to 2%. The detected inhomogeneities roughly correspond to the extent
of radial velocity changes. In the PREM model e.g. crossing the Mohorovicic
discontinuity, the velocity contrast is 15%whereas at depths of 200 and 670 km
it is 6 and 7%, respectively.

The velocity anomalies of the upper mantle are connected to the surface
elements of global tectonics. This is true primarily for the mantle up to a depth
of 250 km, where the most substantial heterogeneities can be found. The roots
of the continental shields can he characterized by positive velocity anomalies
of 4% and they penetrate down to a depth of 200 km. From here the extent of
the velocity anomaly gradually decreases and fully disappeares in the transition
zone between 400 and 670 km. The mid-oceanic ridges and the subduction zones
of the western part of the Pacific Ocean can be characterized by negative
velocity-anomalies traceable up to 350 km depth. On the basis of D ziewonski’s
model [1984], the 3D model of the lower mantle presents the following picture:
in the vicinity of the transition zone and in the D" layer covering the core-mantle
boundary, the lateral velocity anomalies reach 3%, but in the greater part of the
lower mantle these do not exceed 1% i.e. laterally the lower mantle is substan-
tially more homogeneous than the upper mantle. There appears to be no connec-
tion between velocity anomalies in the lower mantle and surface tectonics. For
understanding the processes within the mantle, it is rather important to inves-
tigate the nature of transition zone C. It is a question to be decided whether the
definite seismic discontinuity at 670 km is a mineralogical phase boundary
through which the material of the mantle can flow or if it is a boundary between
different materials not allowing such penetration. The question can be solved
by investigating the velocity anomalies at both sides of the 670 km discontinuity
as follows : If the anomalies on both sides are similar, then the first assumption
is more probable. Otherwise one should deduce that the composition of the
lower- and upper mantle differs. D ziewonski and Woodhouse [1987] compared
the lateral distribution of these velocity anomalies and found them, apart from
a few exceptions (N-Siberia and the middle part of the Pacific Ocean) to be
similar. Creager and Jordan [1986] also proved that there are anomalies
crossing the 670 km discontinuity, i.e. transition zone C separating the upper
and lower mantle is probably of a phase boundary character and as such it does
not hinder material flow. Lateral velocity variations throughout the Earth
mantle can be explained by temperature, rheological features and density distri-
bution. Studying the 3D model of the upper mantle shows that positive velocity
anomalies can be connected to low temperatures and vice versa (i.e. negative
anomalies relate to areas of higher temperatures) [Dziewonski-W oodhouse
1987].
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Interpreting the anomalies of the lower mantle seems to be a more difficult
task. There is an opinion that the reason for geoid undulations can be found
in the lower mantle [Hager et al. 1985], although several observations show that
horizontal variations of seismic velocities connected to the geoid anomalies can
be detected in the Earth’s crust and in the uppermost part of the mantle
[Masters et al. 1982, Stark et al. 1983].

In the interior of the Earth the most drastic changes of physical parameters
can be observed at the core-mantle boundary. The anomalies of this discon-
tinuity amount to £ 8 km, as compared to the regular hydrostatic surface [Crea-
ger-Jordan 1986, Morelti et al. 1986]. The topography of the core-mantle
boundary shows that the shape of the Earth’s core cannot be considered as a
hydrostatic surface in the strict sense of the word. Stevenson [1987] showed,
at the same time, that—with highly good approximation—the exterior liquid
part of the core is laterally homogeneous.

2. Dependence of the Love numbers and their combinations on the Earth’s
structure

The new 3D model on the Earth’s interior is based almost exclusively on
seismic results. Naturally it would be good if the conception formed on lateral
inhomogeneity could be supported by other, independent observations. The
distribution of Love numbers and their combinations obtained from Earth tide
observations is one method for such investigations. In this paper we wish first
of all to clarify the connection of Love numbers and their combinations with
the structure of our planet, and to what extent they contribute to the making
of our picture on lateral inhomogeneity more complete.

Theoretical Love numbers (h, kK and /) have already been studied for
different spherically symmetrical Earth models by many authors [Takeuchi
1950, Molodensky 1953, 1961, A 1termann-Jarosch-P ekeris 1959, Longman
1962, 1966, A1sop-K uo 1964, Kuo-E rwing 1966, Faren1 1972, 1973, Varga
1974, Denis 1974, 1979, Withelm 1978]. The most important result of these
calculations is that the Earth tide varies only to a small extent, provided that
the structure of the mantle in the radially symmetric Earth models is only varied
between realistic limits determined by seismology.

This paper aims—differently from earlier investigations—at the systematic
study of Love-number variations upon changing certain elements of the Earth
model. The method is to vary the physical parameters describing the PREM
model in the Earth mantle or in some of its spherical layers, and to study the
effects on Love numbers. Our calculations are based on Molodenskii’s inho-
mogeneous differential equation system [1953, 1961], which was solved by the
fourth order Runge-Kutta method, choosing an integration step of J/ir/a=0.001
(G= 6371 km, ris the distance from the Earth’s centre). On the basis of the latest
seismic data, we supposed the core-mantle boundary (CMB) to be at the relative
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depth of r/a=0.547, in spite of the fact that in the PREM (the basis of our
calculations) r/a= 0.546.

We have investigated not only the dependence of h, k and / on the Earth
structure, but we have also considered their combinations. The following com-
binations were determined :

— gravity tidal factor: 6§ = 1+A-3/2&
— tilt factor:y = | +k-h
— vertical extensometric factor: Lv = ah'+ 2A
— horizontal, 2-dimensional deformation factor: LH= 2h—61
— dilatation factor: 0 = Ev+LH
(where W is a derivative relative to the Earth’s radius)
As compared to the PREM, wave velocities a and B as well as the compressibility
modulus (k) and the shear modulus (ji) were changed :

a) Asa first step we performed the changes as compared to the PREM for
the whole mantle within the rather extreme limits of = 20%. Table 1/a shows
the effect of varying P-wave velocities (a) (with unvaried 8 and q, where g is the
density function). It can be seen that changing the value of a has negligible effect
on the values of k, h, 6 and y but substantially modifies the value of / and those
of the three deformation factors (Ev, EH and 0).

Varying the S-wave velocity (3)—also within the £20% extreme limits—
only affects the value of / to any significant extent (Table 1/b). Tables I/c and
I/d show the effect of varying the elastic constants k and //. The results of the
above calculations are illustrated by graphs in Figs, lia through h. It can be seen
that the variation of Love numbers and their combinations describing the
Earth’s reaction in the course of varying the extent of perturbation is on the one
hand not linear and on the other, not symmetrical compared to the original case
(e=0) i.e. to the PREM. Results show that while the dependence of the gravity
tidal factor—which can be most reliably recorded by traditional earth-tide
observation methods—on the mantle structure is not remarkable, the exten-
sometric components greatly depend on the mantle structure. Unfortunately
these can be observed with less accuracy—primarily due to calibration problems
—and thus the lateral earth tide variation cannot be effectively examined with
them.

b) How Love numbers and their combinations depend on the perturbation
of the wave velocities at different depths is an interesting question. The results
of an investigation into this can be seen in Table Il. For the investigation a
spherical layer of 0.05 relative thickness (~ 319 km) located in various depths
was assumed. Tables Il/a—d show the position of the upper boundary of the
spherical layer. Thus the first and uppermost layer can be found between the
depth limits of 1.00-0.95, whereas the lowest layer characterized by a relative
depth of 0.6, practically lies on the core-mantle boundary. The respective
average depths are as follows: 159, 478, 796, 1115, 1433, 1752, 2071, 2389 and
2708 km. The velocities (a and R) and the elastic constants (k and L) were
uniformly changed by 10%. Varying the P-wave velocity (Table WA/a), greater
effects were again obtained for the deformation factors than for Love numbers
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(A k and /) which reached maximal mean values when the anomaly was in the

third layer from the surface. There is a maximum change in 6 and y Love-num-

ber combinations for the second layer (at the average depth of 478 km).
Perturbating the shear-wave velocity the greatest changes for kK, A y and

I Hcan be observed when the layer is on the core-mantle boundary (Table 11/b).

The dilatation (0) and the vertical extensometric component (" k) are sensitive

primarily to the variations of the near-surface velocities. / is the most sensitive

to the varying of B when it is done in the 3rd and 4th layer from the surface.

The gravity factor is equally sensitive to such perturbations on the surface and

on the core-mantle boundary, but with the opposite sign. Perturbating the

elastic constants it can be stated that:

— varying the compressibility modulus (a) by 10% (Table Il/c) similar influence
is obtained when it is carried out in the 1st to the fourth layer. Perturbation
in the lower part of the mantle has practically no effect;

— varying the shear modulus (p) (Table Il/d)—similarly to varying 8—the
situation is more complicated. The k, Aand y values depend primarily on
the changes carried out in the lower mantle. / and the horizontal exten-
sometric component (27H are the most sensitive to the variations of k (and
R) in the 0.95-0.80 relative depth range. The other two extensometric com-
ponents (0, L v) depend primarily on surface perturbations. The gravity tidal
factor is the less dependent on p and £3.

Table I. Love number variations versus varying elastic parameters a, 8, k and y, within the limits
of +20%. Eis the extent of variation, e=0 corresponds to the PREM
a) Variations of P-wave velocity: a = a((l +¢)
b) Variations of S-wave velocity: 8 = BO(\ +e)
¢) Variations of compressibility modulus: k = x0(l +£)
d) Variations of shear modulus: g = g0 +e)

I. tAblazat. A Love szamok valtozasai az @, 3, k és g rugalmas paraméterek +20% hatarok
kozotti valtoztatasai fliggvényében, e a valtoztatds mértéke, e=0 a PREM esetének felel meg.
a) a longitudinalis hullamsebesség valtoztatasai: a = a0(l +£)
b) a transzverzalis hullamsebesség valtoztatasai: 3 = R0(1+ e€)
¢) az 6sszenyomhatosagi modulus értékének valtoztatasai: k = kO(1 +e)
d) a nyirasi modulus értékének valtoztatasai: g = gO(l+e€)

Ta6bmmua I. i3meHeHus uncen JlaBa B 3aBUCUMOCTY OT M3MEHEHWI YNpyrux napameTpos a, /2,
K u fi B npegenax +20%—cTeneHb U3mMeHeHnn; £= 0 cooTBETCTBYET cnyyato PREM
a) VisameHeHne cKopocTeil MpofoNbHbIX BOMH: a = a0(lxe)
b) VI3MeHeHMe CKOpOCTein MonepeyHbIX BOAH: B = /?,(1+e)
c) N3meHeHne moayns cxkumaemocTun: K = KO(1 +e)
d) W3meHeHne moayns ckanbiBaHus: g = A(1l +t)
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Fig. 1. Variations of the second order Love numbers on the surface caused by varying a, &3,
k and n in the Earth’s mantle, within the limits of £20%. £= 0 corresponds to the case of
PREM

a) Variation of Love number h

b) Variation of Love number k

c) Variation of Love number /

d) Variation of Love number combination 6 = 1+ A-3/2A

e) Variation of Love number combination y —\+k-h

f) Variation of Love number combination Ev = ah'+2h

g) Variation of Love number combination EH = 2/i —6/

h) Variations of Love number combination 8 = Ev+EH = ah'+ 4A- 61

1 abra. A masodfokl Love szamok valtozasai a felszinen a, B, K és 1 + 20% hatarok kozotti
véaltoztatasanak hatasara a foldkdpenyben. s=0 a PREM esetének felel meg
a) A h Love szam valtozasai
b) A k Love szam valtozasai
¢) Az / Love szam valtozasai
d) A6 - 1+h- 3/2k kombinéacié valtozasai
e) Ay = I+k —h kombinaci6 valtozasai
f) A Ev = ah'+2h kombinaci6 valtozasai
g) A EH = 2h- 61 kombinacié valtozasai
h) AB = Ey+EH = ah'+4h- 61 kombinacié valtozasai

Puc. 1. N3ameHeHus uuncen JlaBa BTOPOro mopsifika Ha NOBEPXHOCTU, 06YCNOB/EHHbIE
M3MEHEHMAMU @, B, K U [ B MaHTUK B npefenax +20%. =0 cooTBeTCTBYeT cnyyard PREM
a) MameHeHnsa uncna h NlaBa
b) M3ameHeHns yucna K JlaBa
¢) NameHeHus uucna / laBa
d) N3meHeHns kKombuHaumm 6 = 1+ A—3/2k
€) U3meHeHus komGuHaumm y = |+K
f) MiameHeHna kombuHauun Ev = ah'+ 2A
g) ViameHeHnsa kombuHauum EH = 2A- 6/
h) MameHeHns kombuHauum B = Ev+E,, = ah'+4h- 61
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C) Subsequently, we also investigated the relation between the Love-
number variations and the Earth core structure. This investigation was not
extended to the extensometric components | H, Ev and B, since these hardly
depend on the structural variations of the lower mantle either (see Table I1).
Concerning the core, we tried to clarify the following problems :

— dependence of the Love numbers on the density distribution in the core

— dependence of the Love numbers on the density contrast at the CMB

— to what extent Love numbers depend on the uncertainty of the CMB
position

— to what extent Love numbers depend on the outer core being a potentially

not-ideal fluid.

Table Il. Love number variations in relation to the PREM model versus increasing the elastic
parameters by 10% in spherical layers of 5% thickness of the Earth radius (a) and located at
different relative depth (ruga)

a) Increasing P-wave velocities (a) by 10%

b) Increasing .S-wave velocities () by 10%

¢) Increasing compressibility modulus (=) by 10%
d) Increasing shear modulus (g) by 10%.

értékének 10%-kal torténd novelésével a gombhéjak belsejében. A héjak a foldsurag 5%-at
kitevé vastagsaglak kulonboz6 relativ mélységeknél (ruya)
a) a longitudinalis hulldmsebesség 10%-kal torténd ndvelése
b) a transzverzalis hullamsebesség 10%-kal torténd noévelése
c) az 6sszenyomhat6sagi modulus értékének 10%-kal tortén6 novelése
d) a nyirasi modulus értékének 10%-kal térténé novelése

Tabnuua Il. iameHeHuns uucen JSlaBa No cpaBHEHUIO €O cnydaeM PREM npu yBennyeHum
3HAYeHWA ynpyrux napameTpoB Ha 10% BHYTPM ctepuyeckmx 060104eK, MOLLHOCTb KOTOPbIX
cocTtaBnseT 5% oT paguyca 3eMin Mpu pasfMYHbIX OTHOCUMTENbHbIX rNy6uHax (ruya)

a) YBennyeHme CKOpPOCTEN NMPOAONbHbIX BOMH Ha 10%
b) YBenuueHve CKOpocTel nonepeyHbIX BOAH Ha 10%
C) YBenuueHve Moaynsa cxvmmaemoctu Ha 10%

d) YBenunuyeHve mogyns ckanbiBaHusa Ha 10%
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b)

1.00
0.95
0.90
0.85
0.80
0.75
0.70
0.65
0.60

rupla

1.00
0.95
0.90
0.85
0.80
0.75
0.70
0.65
0.60

Ja

1.00
0.95
0.90
0.85
0.80
0.75
0.70
0.65
0.60

1Ja

1.00
0.95
0.90
0.85
0.80
0.75
0.70
0.65
0.60

Ak, %

-0.19
-0.29
-0.32
-0.32
-0.16
-0.06
0.00
0.00
0.00

Ak, %

-0.09
-0.19
-0.45
-0.80
- 112

- 1.80
-2.09
-2.57

Ak, %

-0.06
-0.10
-0.10
-0.10
-0.06
-0.03
-0.03

0.00

0.00

Ak, %

-0.04
-0.10
-0.22
-0.38
-0.55
-0.70
-0.87
-1.03
-1.25
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Ah, %

-0.92
-1.01
-0.95
-0.71
-0.47
-0.24
-0.08
0.00
0.00

Ah, %

0.55
041
0.11
-0.37
-0.84
- 127
- 167
-2.06
-2.62

Ah, %

-0.29
-0.32
-0.31
-0.23
-0.14
-0.08
-0.03

0.00

0.00

Ah, %

0.24
0.18
0.02
-0.19
-0.42
-0.62
-0.82
-1.00
-1.27

At, %

164
1.99
2.23
176
129
0.82
0.35
0.00
0.00

At, %

-1.17
-2.81
-3.63
-3.63
-3.28
-2.81
-2.23
- 164
-1.17

Al, %

0.59
0.70
0.70
0.59
0.47
0.23
0.12
0.00
0.00

Al, %

-0.46
-1.29
-1.64
-1.76
-1.64
-1.29
-1.06
-0.82
-0.59

A0, %

-0.42
-0.43
-0.39
-0.29
-0.19
-0.10
-0.04

0.00

0.00

Ab, %

0.33
0.30
0.24
0.12
0.01
-0.09
-0.18
-0.26
-0.37

AS, %

-0.14
-0.14
-0.12
-0.10
-0.06
-0.03
-0.02

0.00

0.00

AS, %

-0.15
-0.14
-0.10
-0.05

0.00
-0.04
-0.09
-0.13
-0.18

Ay, %

0.74
0.80
0.72
0.54
0.35
0.19
0.07
0.00
0.00

Ay, %

-0.54
-0.46
-0.30
-0.03
0.23
0.48
0.71
0.91
1.20

Ay, %

0.23
0.26
0.23
0.17
0.12
0.06
0.03
0.00
0.00

Ay, %

-0.23
-0.20
-0.13
0.00
0.13
0.23
0.35
0.43
0.58

A8, %

-6.30
-1.62
-1.59
-1.22
-0.80
-0.45
-0.17
-0.02

0.00

A8, %

7.07
1.07
0.86
0.31
-0.32
-0.95
-1.57
-2.16
-2.90

A8, %

-1.93
-0.53
-0.51
-0.39
-0.26
-0.15
-0.05

0.00

0.00

A8, %

3.30
0.47
0.37
0.11
-0.18
-0.47
-0.77
-1.05
-1.41

AZH%

-2.69
-3.11
-3.16
-2.45
-1.64
-0.93
-0.36
-0.06

0.00

AZH %

181
2.68
2.72
1.96
0.95
-0.15
-1.28
-2.87
-3.58

AZH %

-0.87
-1.02
- 101
-0.79
-0.54
-0.31
-0.12

0.00

0.00

Az, %

0.79
122
123
0.89
0.43
-0.09
-0.62
-1.14
-1.73

273

AZr, %

-8.89
-0.55
-0.47
-0.33
-0.20
-0.10
-0.03

0.00

0.00

AZr,%

10.85
-0.09
-0.48
-0.89
-1.24
-1.52
- 177
-2.00
-2.41

AZV, %

-2.69
-0.18
-0.15
-0.11
-0.07
-0.03
-0.01

0.00

0.00

AZy, %

511
-0.06
-0.25
-0.45
-0.61
-0.75
-0.87
-0.98
-1.18
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In Table I11 deviations of the Love number combinations (from the PREM
model) for two different core models with theoretically assumed, completely
invalid density distributions are presented. Although there is a considerable
difference between the homogeneous hydrostatic core and the real case, it is
hardly reflected in the 6 and y values (i.e. the density distribution in the core does
not remarkably affect Love-number combinations). On the contrary, the core
density at the core-mantle boundary affects the h, k, I, 6 and y values (Fig. 2).
In reality, however, this density may vary between rather narrow limits
9.9-10.2 g/cm3 [Press 1970]. Accordingly, the variations for the investigated
guantities may be as follows:

Nk = 0.67%, Ah = 0.40%, Al = 0.43%, AS = 0.22%, and Ay = 0.18%.

Since the variations given by Press relate to the maximum possible density
variation, it can be concluded that the effect of the core on the surface is not

remarkable in this respect.

Although the average position of the CMB is known rather precisely
undulations up to 10 km may be envisaged. The influence of relative depth of
the CMB on Love numbers can be seen in Fig. 3. The variations belonging to

a 10 km undulation are not very large:

Nk = 0.43%, Ah = 0.21%, Al = 0.10%, AS = 0.06% and Ay = 0.04%.

Core model NK(%) Ah(%) Al{%) A6(%)
Constant
core -3.01 -1.52 4.76 0.37 0.03
density
Hydrostatic
density -0.46 -0.40 -0.24 -0.02 0.13
distribution
Table Ill. Dependence of Love numbers (and their combinations) on the selected core model,

(in relation to the respective PREM values)

I1l. tablazat. A Love szamok és kombinacidik valtozasai a valasztott mag-modell fiiggvényében
(a megfelel6 PREM értékekhez viszonyitva)

Tabmmua Ill. N3meHeHns uucen JlaBa M MX KOMBUHALMIA Kak DyHKLMUS BbIGpaHHO Mogenu
3emnn (OTHECEHHbIe K COOTBETCTBYIOW MM 3HayYeHMsiM B ciyvyae PREM)
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Fig. 2. Effect of the core density at the core-mantle boundary on Love numbers and their
combinations in relation to the core density in the PREM (9.9037 g/cm3)

2. abra. A mag s(riiségének hatasa a Love-szamokra és kombinacidikra a mag-kdpeny hataron
a PREM mag s(r(iségének értékéhez viszonyitva (9,9037 g/cm3)

Puc. 2. BnusiHe M3MeHeHUi A NIOTHOCTM 3eMHOT0 sapa Mo CPaBHEHMIO C MIOTHOCTLIO fapa
B PREM (9,9037 r/cm3 Ha umucna JlaBa U nX KOMBUHALMM Ha rpaHnLe MaHTUK C SAPOM

Fig. 3. Effect of the relative depth of the core-mantle boundary on Love numbers and their
combinations in relation to the value (0.547) accepted in PREM

3. dbra. A mag-kdpeny hatar relativ mélységének hatasa a Love-szdmokra és kombinacidikra
a PREM-ben elfogadott értékhez (0,547) viszonyitva

Puc. 3. BansHue n3MeHeHWi A OTHOCUTENbHOWM rNy6UHbI 3aneraHnsa rpaHnLlbl MaHTUK C S4POM Mo
CpaBHEHMIO C NNOTHOCTLIO A4pa B PREM (0,547) Ha uncna flaBa 1 ux KombrHauum
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The problem of the outer core being an ideal fluid or ngt has been an
interesting question for geophysics for a long time. Therefore such PREM
variations were calculated which assume a certain extent of rigidity in the outer
core (Fig. 4). Earlier it was assumed that the shear modulus of the outer can
even be as high as 109N/mM2 [Sato-E spinoza 1967, Ibrahim 1973]. Nowadays
Kuo, Zhang and chu [1986] showed that this value should be less than
108 N/m2. If this is so, then the possible deviation of the outer core from the
ideal fluid state does not influence Love numbers.

Summerizing what has been said concerning Love numbers and their
combinations, one can say that:

— the possible uncertainties of the core model do not influence the calculated
values of Love numbers to any great extent;

— the lateral variations of the 3D model in the upper mantle are considerable,
whereas in the lower mantle they are not. If this is so, then the regional
variations of the earth tide observations should reflect the lateral inhomo-
geneities of the upper mantle.2

Fig. 4. Effect of the rigidity of the outer core on the Love numbers and their combinations
compared to the ideal fluid state (4 =0)

4. dbra. A kilsé mag szilardsaganak hatasa a Love-szamokra és kombinacidikra. A valtozasok
viszonyitasi alapja az idealis cseppfolyds allapot (ji =0)

Puc. 4. BausHue n3mMeHeHUiA TBEPAOCTU BHELLUHETO sApa MO CPaBHEHWIO C UEIbHO XUAKUM
coctosHmem (//=0) Ha umcna SlaBa 1 NX KOMGMHaLUK
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3. Possible variations of Love numbers and their combinations on the Earth’s
surface

The applicability of earth tide research for the investigation of lateral
inhomogeneities primarily depends on whether or not these result in measurable
variations of Love numbers and their combinations on the Earth surface.
Molodenskii and Kramer [1980] studied different lateral inhomogeneity
models. The basic feature of their models is that the elastic wave velocities under
the oceans are 5% lower than under the continents in the whole mantle or in
certain depth ranges. The effects are determined in each case for the gravity tidal
factor O= 1+ h- 3/2k.

In the first model (Fig. 5/a) P-wave velocities (a) are 5% higher under the
continents up to 300 km frpm the surface whereas in the second case this 5%
increase in velocity characterises the 5-waves () (Fig. 5/b). In the third model
the lateral inhomogeneity of the P-wave penetrates the whole mantle (Fig. 51c).
For the first model the maximum change in 6 is 0.3% whereas for the second
it is 1.29% and for the third one it is 1.25%.

The common features of the results are as follows:

— the calculated 6 anomalies follow the boundaries of the lateral inhomogene-
ities;

— the amplitudes of the anomalies do not depend on the size of the source (e.g.
the amplitude of the anomaly for Australia equals that obtained for Eur-
asia).

Fr())m our investigations, in the course of which first the values of a and
then that of B were changed by 5% in the upper-most 300 km in relation to the
PREM, variations in 6 of 0.2% and 0.3% were obtained. Changing a by 5% in
the whole mantle resulted in a change of 1.0%. Comparing our results with
Molodenskii-K ramer’s data for laterally inhomogeneous models, it can be
stated that the magnitude of the regional Love-number variations caused by
lateral inhomogeneities can be estimated by means of two radial models: one
containing the modified value of the physical parameter as in a whole spherical
layer, the other is the PREM. Naturally, in this way the regional anomalies
cannot be described, however, the magnitudes of the possible anomalies will be
estimated. .

Starting from the above conclusions, the magnitude of Ovariations ex-
pected on the basis of the 3D model prepared by D ziewonski and Woodhouse
can be determined. For this, however, it should be assumed that the Lamé
constants are equal in the mantle, i.e. 4y =A and thus a = [/3[. As it is known,
this assumption is true in the mantle to a rather good approximation. This
assumption was necessary because the 3D model was based only on 5-waves
for the upper mantle whereas for the lower mantle only P-waves are used.
Considering the above facts we tried to estimate the possible magnitudes of the
regional variations of Love numbers and their combinations on the basis of the
studies of Woodhouse and D ziewonski [1984] as Well as D ziewonski [1984].
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For this purpose a model was studied in which, in the upper mantle
(1.00”r/a™0.90) a exceeds by 8% and B by 5% the PREM values (Table 1V),
whereas in transition zone C, a and [ exceed the PREM values by 3 and 2%
respectively. In the lower mantle the seismic velocities are only 1% higher than
those of the reference model, except in layer D" at the core-mantle boundary.
Here a exceeds by 3% and R by 2% the velocities accepted in the PREM. The
deviation from the reference model (Table IV) is the least in the case of gravity
tidal factor 6 (A6= —0.72%) that can be best observed, whereas the greatest
deviations were found in the extensometric components.

Definition of the model Deviation of Love numbers and their
combinations from PREM (in %)

Upper mantle

1.00 g r/a > 0.90 ik = - 180
A = 108 «50 m = -2.67
B = 105 RO m = 082
C layer
0.90 a r/a > 0.85 0 = -0.72
a = 1.03 a0 Ny = 159
B= 102 R0 ng = -4.99
Lower mantle
0.85 ~ r/a > 0.60 NEH= -5.26
A= 101 1q, NEy = -4.79
B= LOI *RO
D" layer
0.60 g r/a > 055
A = 1.03 «0
BR= 102-/0

Table IV. Variations of Love numbers and their combinations for the 3D model suggested by
Dziewonski and Woodhouse [1984] as well as Dziewonski [1984].
(Reference basis: d0 and RO velocities of PREM)

IV. tablazat. A Love-szamok és kombinacidik valtozasai a Dziewonski és Woodhouse [1984] és
Dziewonski [1984] altal javasolt 3D modellre. (Vonatkoztatasi alap: PREM sebességek)

Tabnuua IV. MameHeHUs uncen SlaBa v UX KOMGUHALMKN B TPEXMEPHOI MOAENW, NPeaoXXeHHO
[3eBOHCKUM 1 Bypaxay3om [Dziewonski and Woodhouse 1984] 1 [3eBOHCKUM
[Dziewonski 1984] (0cHOBa AN cpaBHeHWs - ckopocTn PREM)

Fig. 5. Effect of velocity inhomogeneity on gravity tidal factor &
a) a is greater by 5% under the continents than under the oceans up to 300 km depth
b) B is greater by 5% under the continents than under the oceans up to 300 km depth
c) 5 is greater by 5% under the continents than under the oceans in the whole mantle

5. abra.A sebesség inhomogenitasanak hatasa a foldarapaly paraméterre (<&

a) A értéke 5%-kal nagyobb a kontinensek alatt,mint az 6ceanok alatt, 300 km mélységig
b) B értéke 5%-kal nagyobb a kontinensek alatt,mint a 6ceanok alatt, 300 km mélységig
c) a értéke 5%-kal nagyobb a kontinensek alatt,mint az 6cean alatt, az egész kdpenyben

Puc. 5. BnnaHue Heof4HOPOCTEN CKOPOCTel Ha napaMeTp 3eMHbIX NPUANBOB (<)
a) 3HayeHve a Nof KOHTUHEHTamMu Ha 5% 6onblue, HeXenn nog okeaHamu, Ao ray6uH 300 km
b) 3HaueHve B Nofg KOHTUHEHTaMK Ha 5% 60nblle, HEXeNn nog okeaHamu, A0 ray6mH 300 Km
C) 3HaueHue a nof, KOHTUHeHTaMn Ha 5% 60/blle, HEXenn Nof OKeaHaMu, Ha BCHO MaHTUIO
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The gravity tidal factor obtained for the PREM model is O—1.1564. This
is in rather good agreement with the result of Dehant and Ducarme [1986]
(<5=1.1543), which they obtained starting from wanr's theory [1981]. Both
results considerably differ, however, from the planetary mean value of the
observation results 0— 1.161 [Meichior 1977]. The reasons for this deviation
need to be clarified both from the side of the theory and from that of observation
techniques. This is one of the most important tasks of today’s earth tide
research.
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A FOLDARAPALY PARAMETEREK FOLDSZERKEZET OKOZTA LEHETSEGES
VALTOZASAI

VARGA Péter és Carlo DENIS

A Love szamok meghatarozasaval foglalkoz6 korabbi munkak egyes konkrét foldmodellekre
alapozzak vizsgalataikat. Jelen dolgozat célja viszont : szisztematikusan vizsgalni, hogyan valtoznak
a Love szamok a Foldmodell egyes elemeinek megvaltoztatasa fliggvényében. Megvizsgaljuk azt is,
hogy a szeizmoldgiai alapokon nyugvo 3D foldmodell esetében a Love szamok és kombinacidinak
milyen regionalis valtozasai lehetségesek.
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BO3MO>XXHbIE USMEHEHNA MAPAMETPOB 3EMHbIX MPN/INBOB, CBA3AHHbIE
CO CTPYKTYPOW 3EMNN

Métep BAPIA n Kapno AEHWC

B npexHux pa6oTax Mo onpeeneHuio uncen JflaBa UccnefoBaH1s 6a3MpoBannch Ha Kakux-
NGO KOHKPETHbIX MoAensx 3eMnu. LLenb e HacTosLLel CTaTbi 3aKN04aeTcs B CUCTEMATUYECKOM
U3yUeHUN U3MEHEHWNIH Yncen J1aBa B 3aBUCUMOCTY OT U3MEHEHWIA TeX UM UHBIX 3N1EMEHTOB MOAENM
3eMAM, a TakXkKe PervoHabHbIX W3MeHeHWid uucen flaBa M UX KOMGWMHAUMIA ANs TpexmepHoi
MOZENM 3eMNK, OCHOBbIBAIOLLECA Ha CEACMONOTNYECKUX AaHHbIX.
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SEISMIC ACTIVITY OF THE PANNONIAN BASIN AND
COMPARISON WITH OTHER GEOPHYSICAL FIELDS

Uwe WALZER*, Richard MAAZ* and Laszl6 TOTH**

From the earthquakes taking place in the Pannonian Basin from 1763 till 1984, seismic maps
were constructed by means of a computer. The maps with lines of equal epicentral density and
magnitude density are particularly closely related to the tectonic units of the basin striking
WSW-ENE. Maxima in the afore-said seismic maps are linked with minima in the map of the
temperature at a depth of 2 km. The distribution of the epicentral and magnitude density maxima
also exhibits a relationship with the heat flow minima and, to a somewhat lesser extent, with the
maxima of the horizontal geothermal gradient and with the positive regional Bouguer anomalies.

Keywords: seismicity maps, epicenters, magnitude density, temperature, crust, Pannonian Basin,
seismology

1. Introduction

The aim of this paper is to present the seismic activity of the Pannonian
Basin with the help of maps in a manner as objective as possible. The relation-
ship between this distribution and geophysical fields of a different type and the
geology is to be investigated. It is clear that, from a given seismological cata-
logue, seismological fields can be derived in various manners. The maps with
lines of equal seismic energy per unit of time and area are governed by a few
high-energy earthquakes.

Consequently, they need not necessarily be in agreement with a map (which
unfortunately cannot be prepared) of the same type, which would be applicable,
e.g. for a more recent geological period, such as the Holocene or the Quarter-
nary. For this reason, maps with lines of equal density of the seismic epicentres
are more important for comparison with tectonic maps because the epicentres
are less randomly distributed. However, if one wants to attach greater impor-
tance to the stronger earthquakes, it is possible to introduce the magnitude or
the epicentral intensity as a weighting factor. The maps were constructed with
the help of a computer, and the isolines were printed by means of a plotter.

* Central Institute of Physics of the Earth of the Academy of Sciences of the GDR, Burgweg 11,
DDR-6900 Jena, German Dem. Rep.

** Geodetic and Geophysical Research Institute of the Hungarian Academy of Sciences, Seis-
mological Observatory, Meredek u. 18, H-1112 Budapest, Hungary
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2. Computation of fields of seismic activity

The catalogue of all known earthquakes in the Pannonian Basin by Zsiros
et al. [1988] forms the data base for the seismological part of the paper. It
contains 2745 seismic events. With respect to the historical earthquakes, it is
based mainly on Rethiy [1952]. The parameters of some historical earthquakes
have, however, been re-estimated. The catalogue prepared by Zsiros et al. [1988]
contains for each earthquake the focal time, geographical latitude and longitude
of the epicentre, the focal depth—computed according to the Kdévesligethy
formula [see Sponheuer 1960], the magnitude, the epicentral intensity on the
MSK-64 scale [see Sponheuer 1965 and Witimore 1979], the error of the
determination of the epicentre a,, the geographic designation of the epicentre,
the error of the intensity determination and the literature source. According to
the error of the determination of the epicentre, the earthquakes have been
formally categorized in five classes: cr,=5km, c1,=10kT, (j,=20km,
(T=50km, a-=undetermined. Only earthquakes of the first three categories
have been used in the computation of the maps so as not to adversely affect the
accuracy of the maps. Since the catalogue obviously contains only a small
portion of the earthquakes that took place in earlier centuries and as the
determination of the intensities is also unreliable for these periods, only the
earthquakes which took place between 1763 and 1984 have been used for
constructing the maps. The 111 years between 1763 and 1873 have been denoted
as the first epoch and the 111 years between 1874 and 1984 as the second epoch.
The maps have been constructed for the entire period, that is for the period from
1763 to 1984, and for both epochs.

The maps have been constructed in the following manner: Let Q be any
point in the area studied, Qtthe point indicated in the catalogue as the epicentre
of the rth earthquake. Let < be the distance QQh a, the scattering of the
epicentre given in the catalogue—a centrosymmetric normal distribution being
assumed. Thus, the epicentre with the probability density

(1)

is located at point Q. This position function Ph whose integral over the entire
area is 1, constitutes the epicentral density of earthquakes, whereas

St(0 =1 Nn(o0 (2)

is the epicentral density of all earthquakes. Let T be the investigated period
during which the earthquakes have taken place. In this case,

(0 =[Si(0 3)
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epoch 5, 'm
1763-1873 4 3 3 - 14
1874-1984 4 3 3 - 13
1763-1984 4 4 3 - 14

Table I. The scaling variable N for various seismic fields
I. Tablazat Az N skala valtozo értéke kiilonbdz6 szeizmikus terekre

Ta6nuua /. MepeMeHHble 3HaUeHUs WKanbl N NPy PasnyHbIX CeMCMUYECKUX NONsX

is the time-normalized epicentral density or, in other words, the epicentral
density flow. Hence, the dimension of ij is km“2 a*1 In addition, a scaling
was performed according to which the numbers printed in the maps have to be
multiplied by 10“NeN is given in Table I. The following equation

MQ = 19iPi(Q) 4

is a generalization of .v,, with gt>0. The magnitude M, of the z-th earthquake,
which magnitude is always positive in the above catalogue has, for example,
been used as g{ The time-normalized magnitude density sSMQ) thus created
causes stronger earthquakes to become more distinctly evident on the map than
does the epicentral density ij . The situation is similar with v, with the epicentral
intensity serving as the weighting factor. The dimension and scaling of sMand
s, are the same as those for ij. In none of the cases was normalization by means

of £ gj used. If the energy of the earthquake is substituted for gt, one obtains

the time-normalized energy density sEwith the dimension erg ekm*“2e+a“1 The
equations developed by Bath and Duda [1964] were used:

log £ = 12.24+ 1.44M )
log V= 9.58+ 147M 6)

where log is the logarithm to base 10; £ the seismic wave energy in erg; M the
magnitude, which is equivalent with the Gutenberg-Richter magnitude; and V
the earthquake volume in cm3. The last of these is identified with the total
aftershock volume. In the computation of %, a, + R was substituted for oh with
R = [Jj4n Vin km. Urimann and Maaz [1969] have considered in greater

detail the computation of seismic fields, while Batn [1981] provides an up-to-
date survey of problems of the earthquake magnitude. The density functions ij,
sM §j and sEhave been plotted in an isogram for both epochs and for the overall
period from 1763 to 1984 within a polygon with the following vertices:
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17 20 23 26 265 22 16 Ain degrees longitude east
49 495 49 47 455 4459 46.37 tp in degrees latitude north

On the map plane, the afore-said spherical polygon was mapped with the
help of a Lambert’s conformal conic projection. This made possible an exact
comparison with the International Tectonic Map of Europe [Schatsky et al.
1964]. To facilitate comparison with other maps, the network of parallels and
meridians was used in our illustrations, and the rivers Danube, Drava, Tisza and
Maros as well as Lake Balaton and the Neusiedler See were drawn with broken

lines.

3. Seismic fields and comparisons with other geophysical fields

Figure 1 shows the (time-averaged) density of the seismic epicentres. One
can notice an almost linear chain of highs extending approximately WSW-ENE:
| located approximately at Csehi to the north of Zalaegerszeg; Il Var-
palota-Mér; Il Dunaharaszti; IV Eger; VII Csap. It is noticeable that this
chain of epicentral highs lies directly to the north of the Balaton line on the
Bakony-Bikk Unit [Batta 1984] and also runs parallel to fis strike. V Kecs-
kemét, VI Ermellék and VIII Komarom are further significant areas with a high
epicentral density. Other highs (e.g. in Slovakia) have not been numbered. The
magnitude density in Fig. 2 shows the afore-said chain of highs even more
distinctly: further maxima located on this line are observed in addition to the
above five maxima. The question we ask now is to what extent the results depend
on the time interval in which the earthquakes took place. Figure 2 shows sMfor
the entire period, Fig. 3 for the second epoch, Fig. 4 for the first epoch. It can
be seen that Fig. 2 is similar to Fig. 3. With regard to Fig. 4, this has been
computed only from historical earthquakes taking place between 1763 and 1873,
it also shows the afore-said chain of anomalies.

A strongly negative correlation is found between the epicentral density (for
the entire period investigated) X and the temperature at a depth of 2 km (see
Fig. 5). s1>100 and T> 120° C have been drawn separately. The aforemen-
tioned chain of epicentral highs striking WSW-ENE is located at its western and
central parts in the cooler region. Likewise, the high IV in the eastern part is
located on the temperature low in the Bukk Mts. The seismic high V also lies
in a temperature minimum. Obviously, stresses that have seismic effects can
more easily build up in cooler, less ductile portions of the crust. This effect is well
known from solid-state physics. It is, however, only a supposition that the
correlation between the positive epicentral density anomalies and the negative
temperature anomalies could be partially explained by it. The largest warm
regions in the Pannonian Basin also strike WSW-ENE. They are located on the
Mid-Hungarian Belt [see Bal1a 1984, p. 319], that is, to the south of the seismic
chain of anomalies. This belt is possibly linked to a high position of the
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asthenosphere [PospiSit and Vass 1984, p. 359]. According to a kinematic
analysis performed by Baria [1984], this is the suture between two blocks. The
southeastern domains rotated in a clockwise direction by 100°, the northwestern
block rotated counter-clockwise by 30°.

Earlier paleomagnetic investigations led to similar conclusions: In the
Early Miocene, the Transdanubian Range rotated by 35° in a counter-clockwise
direction [Marton and Marton 1983] whereas South Transdanubia rotated by
60° or more in a clockwise direction [Marton 1981]. To the south of Lake
Balaton and to the south of Székesfehérvar, the Balaton line is characterized
by an electric conductivity anomaly [Varga 1979, Adam 1985], alongside which
special heat flow anomaly can also be found [Doveényi et al. 1983]. It constitutes
the continuation of the Periadriatic lineament which separates the Southern
Alps from the metamorphosed Eastern Alps. The Periadriatic lineament in the
Gail valley and in the Karawanken mountains is also characterized by a conduc-
tivity anomaly and an increased heat flow [Adam et al. 1984].

Walzer et al. [1989] studied the correlation between the heat flow and
seismic magnitude density in the Pannonian Basin. They also found a negative
correlation, which was, however, not quite as distinct as that between the
temperature at a depth of 2km and the epicentral density. Somewhat less
recognizable are the correlations between the epicentral density and magnitude
density (this work), on the one hand, and the maxima of the horizontal geother-
mal gradient according to Stegena [1979], on the other hand. Here, too, there
is an anomaly chain, oriented WSW-ENE, which determines the overall
picture. But the pronounced seismic anomalies Il and VIII are clearly situated
outside the maxima of Stegena’s map. Anomaly V also lies on a maximum of
the map of the geothermal gradient. A relationship between the distributions
cannot be denied. If one compares the survey of the most important thermal
springs in Mesozoic carbonates [Dovenyi et al. 1983, p. 38] with modem maps
of seismic activity (Figs. 1to 3), it becomes evident that these springs are located
without any exception at the edge of seismic highs: Spring regions of 67, 17 and
9 MW at the edge of I, those of 100 and 6 MW at the edge of VIII, a spring
region of 35 MW at the edge of Ill. those of 42 and 20 MW at anomaly 1V, a
spring region of 15 MW (Harkény) at the edge of an unnumbered magnitude
density anomaly in the southern part of Transdanubia.

Whereas there is a very close relationship between regions with a low
temperature and earthquake regions, the relationships with the field of gravity
are only loose. At any rate, the largest positive regional Bouguer anomalies
[Mesko 1983], which were obtained by means of a low-pass filter with a cut-off
frequency of 20 km and of 45 km, coincide with our seismic anomaly chains I,
I, 111, 1V. The remaining anomalies are not clearly associated with seismic
highs. Understandably, the correlation between the negative regional Bouguer
anomalies, which were obtained by means of a low-pass filter with a cut-off
frequency of 20 km [Meské 1983], and the largest depths of the pre-Tertiary
basement [Kitenyi and Rumpler 1984] is very close, as can be shown by directly
projecting the maps on one another.
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Fig. 1. Time-normalized epicentral density  for the period 1763-1984
1 abra. Id6re normalt epicentrum-s(rliség eloszlas az 1763-1984 id&szakra

Puc. 1 PacnpegaeneHne NAOTHOCTW 3MULEHTPOB jh OTHECEHHOE KO BpemeHw, Ans nepuoga
1763-1984
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Fig. 2. Time-normalized magnitude density sM for the period 1763-1984
2. dbra. Id6re normalt magnitGdo-s(riiség eloszlas sMaz 1763-1984 id6szakra

Puc. 2. PacnpeaeneHne NNoTHOCTM MarHuTyg SM O0THeceHHOe Ko BpeMeHu, A nepuoda
1763-1984

rsi
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Fig. 3. Time-normalized magnitude density sMfor the second epoch (1874—1984)
3. dbra. Id6re normalt magnitudd-sdrlség eloszlas sMa masodik vizsgalt id6szakra (1874-1984)

Puc. 3. PacnpeseneHue nAoTHOCTU MarHuTy SM OTHECEHHOE KO BpeMeHM, Ans BTOPOro
nepuoga (1874-1984)



Seismic activity of the Pannonian Basin... 291

Fig. 4. Time-normalized magnitude density sMfor the first epoch (1763-1873)
4. dbra. Id6re normalt magnitudoé-siirliség eloszlas sMaz els6 vizsgalt id6szakra (1763-1873)

Puc. 4. PacnpegeneHue naoTHOCTA MarHUTYA SM OTHECEHHOE KO BPEMEHW, ANs NepBOro
nepuoga (1763-1873)
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17* 18* 19* 20* 21* 22%*

Fig. 5. Comparison of regions with high epicentral density sy with regions of high temperature.
It can be seen that the seismic activity occurs preferably in those regions of the Pannonian
Basin which are less hot
1— 100 for earthquakes between 1763 and 1984; 2—T> 120°C at 2 km below the surface
[Dovényi et al. 1983. p. 14]

5. dbra. A hagy ij epicentrum-s(ir(iségi teriiletek 6sszehasonlitdsa nagy hémérséklet(
teriiletekkel. Lathaté, hogy a szeizmikus aktivitas f6ként a Pannon medence kevésbé meleg
teriiletein jelentkezik
1— s, > 100 terliletei az 1763 és 1984 kozotti foldrengésekre; 2- T> 120 °C, a felszin alatt
2 km mélységben. [Dovényi et al. 1983]

Puc. J. ConocTaBnieHvie paioHOB C BbICOKO MNIIOTHOCTbIO 3MULEHTPOB I, C palOHaMM BbICOKUX
Temnepatyp. MOXHO 3aMeTWUTb, YTO CEiICMWUYHOCTb NPUYpPOYEHa Ba OCHOBHOM K MeHee
HarpeTbiM painoHam [MaHHOHCKOW BMaguHbl
1 -paiioHbl 100 no 3emneTpsaceHusm 1763-1984 rr.; 2 T> 120 °C Ha rny6uHe 2 KM
[Doveényi et al. 1983]

It is remarkable that the chain of positive anomalies with the WSW-ENE
orientation is very pronounced on our epicentral and magnitude density maps,
while the same cannot be said of the published maximum intensity maps.
Whereas the positive anomalies V, 1, VIII and IV (in this order) are the most
important ones on the maximum intensity map of simon [1930]; V, VIII and,
to a lesser extent, IV and Il are dominant in Bisztricsany et al. [1961]. In
Zsiros and M enus [1984, p. 442], V and |1l are dominant. These differences are
certainly due to a varying degree of the completeness of the material as well as
to different methods used.
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A PANNON MEDENCE SZEIZMIKUS AKTIVITASA ES EGYEB GEOFIZIKALI
MERESEKKEL VALO OSSZEHASONLITASA

Uwe WALZER, Richard MAAZ és TOTH Lészlé

A Pannon medencében 1763 és 1984 kozt kipattant foldrengések adataibdl szamitégépes
szeizmicitas térképet szerkesztettiink. A medence NyDNy- KEK csapésu tektonikai egységei szoros
kapcsolatot mutatnak az epicentrum-siirliség és magnitadé-sir(iség izovonalaival. Az emlitett
szeizmikus térképek maximumait 2 km mélységben felvett homérséklettérképek minimumaival
korrelaltuk. Az epicentrum- és magnitido-striiség maximumok eloszlasa a h6aram minimumokkal
is 0sszefliggést mutat, és valamivel lazabb kapcsolatot a horizontalis geotermalis gradiens maximu-
mokkal, valamint a pozitiv regionalis Bouguer anomaliakkal.

CEMCMWYHOCTb MAHHOHCKOW BMNAAVHbI B COMOCTABNEHUW C APYT MM
FTEOCPN3NYECKNMUN JAHHBIMUW

YBe BAJIbIOEP, Puxapg MAL, u Jlacno TOT

Mo AaHHbLIM 3eMNETPACEHWIA, MMEBLUMX MeCTO B MaHHOHCKO BnaguHe 3a nepuog 1763-1984 rr.,
¢ nomoubio IBM cocTaBfneHa KapTa CeMCMUYHOCTU. TeKTOHMYeckue eamHuubl 3KO3-BCB npoc-
TUpaHua B NMaHHOHCKON BNagnHe 06HaPY>KMBAKOT TECHYIO CBA3b C U30/IMHUAMMN NNOTHOCTM 3NULEH-
TPOB M MarHUTy[. MakcMMyMbl Ha 3TON KapTe CeCMUYHOCTU CKOPPENMpPOBaHbl C MUHUMYMaMM
Ha KapTax TemnepaTtyp Ha rnybuHe 2 kM. PacnpefeneHve mMakcyMyMOB M0THOCTW 3NULEHTPOB U
MarHuTyf 06Hapy>XMBaeT CBA3b TakXkKe U C MUHUMYMaMmn Tenj0BOro NnoToka, U HeCKOMbko 6onee
cnabyto — ¢ MakCMMyMamy FOPU3OHTaNbHbIX Fe0TePMUYECKMX FPALMEHTOB, a TakxXe C MooX-
NTeNbHbIMW PernoHanbHbBIMU aHoManuammn byre.
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THE STATISTICAL PROPERTIES OF PALAEOMAGNETIC
POLARITY-TIME SCALES

Janos MITNYIK*

The aim of the statistical investigation of the palaeomagnetic polarity-time scales is to get
information about the average behaviour of the reversals in time, and to utilize these to construct
models in which the same statistical properties are reflected. The principal problem associated with
this objective was the description of the average behaviour in time. After the examination of the
newest polarity-time scales we concluded the following:

—the polarity intervals show a non-stationarity which can be approached by linear regression;
— a gamma distribution is shown by the polarity intervals; the parameters of the distribution had
changed during the Earth's history;
the independence of the polarity intervals cannot be investigated with the recent mathematical
statistical methods, but it can be proved analytically (if some conditions are fulfilled);
the stability of the geomagnetic field is the same for the two polarity states: the question is, how
the polarity bias is connected with the processes which cause the change of the A parameter of
the gamma distribution.

Keywords: polarity-time scales, polarity intervals, nonstationarity, gamma distribution, paleomagnet-
ism

1. Introduction

It is well-known that the dipole moment of the geomagnetic field has
changed polarity many times in the Earth’s history. This is not unigue in the
Universe; the Sun and some other stars change their polarity periodically. At
the moment the dipole moment of the Earth is decreasing rapidly. If this
decrease continues unchanged then the dipole moment of the magnetic field will
vanish within 1000 years. In order to obtain information about the polarity
changes, we have to initially investigate the marine magnetic anomalies. In this
way, polarity-time scales can be made with a retrospective effect, as from the
age of the oldest marine crust. The first polarity-time scale was made at the
beginning of the 60’s. Lacking the convenient divisions, these timescales were
not suitable for statistical investigations. The first timescale which was sufficent-
ly long (from O to 80 million years), was produced by Heirtzier €t al. in 1968.
Naturally, its statistical analysis began concurrently. The timescales used in this
text are by Heirtzi1er et al. [1968] (referred to hereafter as HDHPL-68) and
Ness et al. [1980] (referred to hereafter as NLC-80).

Eotvos Lorand Geophysical Institute of Hungary, POB 35, Budapest, H-1440, Hungary
M anuscript received (revised version): 3 March. 1988
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The change of magnetic polarity from one stable polarity state to the other
is called polarity transition. Plotting the normal and reversed polarity intervals
against time, we get a polarity-time scale (Fig. 1). The square-like wave illus-
trates that the polarity changes are momentary. If we investigate the statistical
properties of the timescales, we have to assume that a polarity change can occur
in an instant. It is acceptable to assume this because the length of the polarity
intervals are in hundreds of thousands years, while a polarity change has as a
length a multiple of ten thousand years. Futher on, let us see a sufficiently
extensive time period with long equidistant samples. Let us determine the
original polarity state of the samples. The proportion of samples with normal
polarity state to those with reversed polarity state shows the time the field has
spent in normal state. This is called the polarity quotient, (usually given in
percent). Fig. 2 shows the changing value of the polarity function plotted against
geological time [Irving and Pullaiah 1976]. When the polarity quotient is near
50%, then the field oscillates considerably. However when its value is high (90%)
or low (10%) for a long period, then no, or only a few reversals occur. Connected
with these long intervals some further terms can be defined. When the field has
dominantly normal polarization, it is called normal polarity bias and when the
field is reversed dominantly, it is the reversed polarity bias.

Fig. 1 Polarity-time scale for the last few million years
1 &bra. Polaritas-id6 skala az elmalt néhany millié évre

Pue. 1 Llikana nonsipHOCTb-BpeMs 415 NOCNEeAHUX HECKONbKUX MAH. fieT

Fig. 2. The change of the polarity quotient as a function of time
[after Irving and Pullaiah 1976]
2. dbra. A polaritdshanyados valtozasa a geoldgiai id6 figgvényében
[lrving és Pullaiah 1976 nyoman]

Puc. 2. M3MeHeHWe JONN MONAPHOCTU Kak (hYHKLMS Feon0r1yeckoro BpemMeHu
[no lrving and Pullaiah 1976]
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The dates of the polarity transitions are given by the polarity-time scales.
The time between two succesive polarity transitions is called the “polarity
interval”. This polarity interval series can be made for the whole time scale. It
is not the polarity-time scales which are investigated directly, but the polarity
interval series, which were produced from them.

2. The analysis of the polarity intervals

In the mathematical sense, the polarity intervals form a time series. Conse-
quently the polarity intervals can be analysed using time series analysis,
X,(t=1,2,...) representing the polarity intervals from the present to the past.

2.1 The stationarity of the polarity intervals

Assume that X, polarity intervals (t = 1,2...) form a stochastic process,
which consists of three parts:

Xt=qg+dt+Yt (/=1,2...) )

where @, is the trend, dtis a periodical function and Y, is a stationary time series.
Further on, we assume that the periodical component is equal to zero [Phittips
and Cox 1976 and Lutz 1985]. Consequently, only trend and stochastic com-
ponents are contained in our time series.

The first to try to determine the trend with the moving average method was
Naidu [1971], who analysed the HDHPL-68 timescale. He had investigated the
changeability of the mean and the variance of the intervals in independent,
8 million year long, windows. The mean and the variance was found constant
between 0 and 48 million and between 56 and 72 million years, while a discon-
tinuity was found between 48 and 56 million years. The same was found by
Phittips et al. [1975] and Pnirrips [1977], when they investigated the same
timescale using the moving average method. Fig. 3 shows the moving average
of the HDHPL-68 timescale with 95% confidence intervals. (Normal distribu-
tion was assumed for the polarity intervals, when the confidence intervals were
constructed—this is valid when the sample is large.) The HDHPL-68 timescale
shows an almost constant behaviour between 0 and 40 and between 50 and 65
million years. The moving average of the NLC-80 timescale is shown in Fig. 4.
A linear trend can clearly be seen. Other timescales—not demonstrated here
—show similar properties: the moving average of the timescales made before
1974 are similar to the moving average of the HDHPL-68 and the moving
average of the timescales since 1974 are also similar to the NLC-80 timescale.
Perhaps the reason for the difference is the better definition of the new time
scales. It must be said that the series of the trend values, so determined, gives
a rough picture about the phenomenon in time. We cannot use it for a more
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complete analysis or for forecasting. For these aims, the trend must be deter-
mined as an analytical function of time [e1+c+s €t al. 1982]. After this a linear
trend is fitted for different ranges of some time scales. Let us assume that the
time series has the next form:

X, =at+b (t=1,2..) @)

Fig. 3. The moving average of the HDHPL-68 timescale. Sliding window includes 20 intervals
of each polarity and shifts by one interval of each polarity each time. The dashed lines show the
95% confidence interval

abra. A HDHPL-68 id6skala 20 intervallumon keresztiil végzett mozg6 atlagolas utan.

3.
A szaggatott vonalak a 95%-0s konfidencia-intervallumok

Puc. 3. Lkana HDHPL-68 nocne ckonb3swero ycpegHeHuns no 20 nHtepsanam. pepbiBbICTbIE
MHUK - 95%-Hble MHTEpPBa/bl 4OBepUs

Fig. 4. The moving average of the NLC-80 timescale. Sliding window includes 20 intervals of
each polarity and shifts by one interval of each polarity each time. The dashed lines show the
95% confidence interval

4. abra. Az NLC-80 iddskala 20 intervallumon keresztil végzett mozgé atlagolas utan.
A szaggatott vonalak a 95%-o0s konfidencia-intervallumok

Puc. 4. LWkana NLC-68 nocne ckonb3siwero ycpefHeHus no 20 nHtepsanam. MpepbiBbICTbIE
NMHUN - 95%-Hblii MHTEpPBaN A0BEPUS
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The results by the least square method are shown in Table I. It can be seen from
the data that the trend changes at around 40 million years, and becomes steeper
by one order between 40 and 80 million years. M cFadden [1984] also inves-
tigated the nonstationarity of the time scales. We shall deal with this in the
chapter on the distribution of polarity intervals.

If the trend is subtracted from the original time series, we shall get the
stationary random component. AR, MA ox ARMA models can be fitted for this.
But, we shall see later that data for the time series do not exhibit the same
distribution function. Therefore if we fit a stochastic model it will be impossible
to interpret. At present the application of these stochastic models may only be
done if the data for the stochastic process show the same distribution.

We can conclude the following: non-stationary behaviour is shown by the
newest timescales. The moving average method is not a perfect test for stationar-
ity, because it gives little independent information about the data set. For
example if we have 100 samples and use a moving window with 25 data, we shall
get only 4 independent data items for the time series. This problem—as we shall
see in the next chapter—was solved by M cFadden [1984] using the maximum
likelihood principle.

TIMESCALE INTERVALfMa] a b
HDHPL-68 0-40 8.73 «10~4 0.28
HDHPL-68 0-72 3.14 m10~3 0.17
NLC-80 0-/10 158 « 10“3 0.15
NLC-80 40-80 21 10 2 0.38
NLC-80 0-80 4.52- 10“3 -0.02
LA-81 0-80 3.25 m10~3 0.13

Table /. The linear trends which were fitted to some different parts of some timescales
(A, = at+h)

| tablazat. Néhany id6skala kiilénb6z6 tartomanyaira illesztett linearis trend (X, = at+bh)

Tabnuua /. JInHeiHbld TpeHp (X, = at+b) pasnnyHbIX MHTEPBANOB HEKOTOPbIX LUKaA BPEMEHU

2.2 The distribution of the polarity intervals

If rough histograms of the length of the polarity intervals were made, we
could see that the exponential distribution fits very well (Fig. 5). However,
using a finer scale, the histogram changes according to Fig. 6. On the basis of
this, N aidu [1971] generalized the exponential distribution into the gamma
distribution. However, whether exponential or gamma distributions describe
the polarity intervals, only a gamma distribution can be observed, because there
are a lot of undetected polarity changes, which thin the original process.
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Number of intervals

1 Ma

Fig. 5. The distribution function of polarity intervals, with rough division. The exponential
distribution fits well

5. abra. A polaritas-intervallumok gyakorisagi gorbéje, durva felbontasban. Az exponencialis
eloszlas jol illik ra

Puc. 5. FUcTorpaMma MHTEPBANOB MOCTOSHHOWM MONAPHOCTM MK TPYGOM paspeLLeHunn.
[,0CTaTOYHO XOPOLLIO OMUCLIBAETCS €KCMOHEHUMaNbHbIM pacrnpeaeneHnem

Fig. 6. The distribution function of polarity intervals, with fine division. The gamma
distribution fits well

6. dbra. A polaritas-intervallumok gyakorisagi gorbéje nagyobb felbontadsban. A gamma-eloszlas
jol illik ra
Puc. 6. CMcTorpaMMa UHTEPBANIOB MOCTOSIHHOW NOMSPHOCTM NPU GOMbLUEM Pa3peLLeHUN.
XO0poLo ONMCbIBaeTCs raMma-pacnpeseneHnem

Let us determine the parameters of the supposed distribution. The maxi-

mum likelihood estimation, suggested by Cox and Lewis [1966], was made
unbiased by M cFadden [1984] for the two parameters of the gamma distribu-
tion. The PDF (probability density function) of the gamma distribution is

fix) = ®)
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where x> =0, A ke R+ (k) the gamma function. The mean is

K

B =, (4)

For this reason we may turn to p=kR parameter instead of A The maximum
likelihood estimations of p and k and their variance are:

. 1N
= varNg = Rf[ (5)
. N 1
NE- K&\ ,np- Tv-1 b, I
var(In ic) \ (6)
Alc ¥ $ ) - I_

where \p{k) is the digamma function, y/\k) is the trigamma function [Abra-
movitz and Stegun 1970]

The ic parameter can not be expressed in an explicit way because \p{k) is
not an analytical function. Therefore we have to approximate it numerically.
So, can we estimate the p and k parameters independently? Yes, because the
covariance matrix is diagonal with regard to p and k. Therefore there is no
correlation between them. Let us assume after this that k and Acan change in
time, and let us calculate the change of tc and Ain time, in 8 million-year-long
disjunct intervals (Fig. 7). It can be seen that £ is approximately constant, while
Adecreases linearly between 0 and 80 million years and it increases almost
linearly between 120 and 160 million years.

After this let us handle separately the normal and reverse polarity intervals.
M cFadden [1984] proved that there is no reason to reject the hypothesis that
the value of £ and Aare the same for both polarity states. (This assertion will
be taken into account in the chapter which deals with the stability of the polarity
states.) The change in time of the £ and Aparameters for both polarity states
is very similar to that shown in Figure 7.

Let us return to the investigation of non-stationarity, mentioned by
M cFadden [1984]. The Aparameter can be replaced with a linear trend

A= a+Rt 6)

in equation (3), and the value of £, < 3 were determined by the maximum
likelihood method. It is obvious, that the non-stationary nature was described
here in an analytical way without the moving average method and all data were
used in the computations. In conclusion we can say that the observed polarity
intervals show gamma distribution, and that its two parameters (k and A) have
changed in geological history.
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Fig. 7. The change of Xand «k in time for the NLC-80 (from 0 to 80 million years) and for the
Cox-83 (from 120 to 160 million years) timescales [McFadden and Merrill 1984]
7. abra. X és k id6beli valtozasa az NLC-80 (0-80 milli6 év) és a Cox-83 (120-160 millié év)
idGskalara [McFadden and Merrill 1984]

Puc. 7. N3meHeHne X 1 K BO BpeMeHu no wkanam NLC-80 (0-80 mnH. net) n Cox-83 (120-160
MSIH. neT) [McFadden and Merrill 1984]

2.3 The independence of the polarity intervals

A very important question in the statistical investigation of time series is
whether or not the time intervals between the polarity reversals are independent.
First N aiau [1974, 1975] made tests for the independence. The autocorrelation
function of the polarity intervals was constructed for the HDHPL-68 timescale
from 0 to 72 million years (Fig. 8). It can be seen that the autocorrelation
function significantly differs from the autocorrelation function of the white
noise. Therefore the independence can be rejected. The idea of Naidu was
correct, but as has been shown by U 1rych and Crayton [1976], the autocor-
relation analysis can be used only when the process is stationary. Therefore the
autocorrelation function was made for the HDHPL-68 timescale from O to 48
million years. We can assume the stationarity for this time interval as per
chapter 2.1. As Fig. 9 shows, we can accept the independence of the intervals
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Fig. 8. The autocorrelation function for the whole HDHPL-68 timescale. The dashed lines show
the 95% confidence interval [after Ulrych and Clayton 1976]

8. abra. A HDHPL-68 id6éskala autokorrelacios fliggvénye a teljes idéskalara. A vizszintes
tengelyen az eltolas, a fiigg6leges tengelyen a korrelacids egyitthaté lathaté. A pontozott vonal
a 95%-os konfidencia-intervallumot jeléli [Uirych and Clayton 1976 nyoman]

Puc. 8. dyHKLMA aBTOKOppensaymMm BpeMeHHoN wkanbl HDHPL-68 no Bceid Wwkane BpemeH. Ha
FOPU30HTA/IbHYI0 OCb HaHeCeHbl CMELLEHNS, & Ha BEPTUKaIbHYIO - KOI(MMULMEHTbI KOPPEeNaLmMiA.
IMyHKTUPHOI NMHMeR 0603HaYeH 95%-Hblii MHTepBan JoBepus
[mo Ulrych and Clayton 1976]

Fig. 9. The autocorrelation function for the HDHPL-68 timescale from 0 to 40 million years.
The dashed lines show the 95% confidence interval [after Ulrych and Clayton 1976]

9. abra. A HDHPL-68 id6éskala autokorrelacios fliggvénye a 0-40 millio éves id6szakra.
A vizszintes tengelyen az eltolas, a fligg6leges tengelyen a korrelacios egyttthatd lathato.
A pontozott vonal a 95%-os konfidencia-intervallumot jeldli [Uirych and Clayton 1976
nyoman]
Puc. 9. ®dyHKumMs aBTOKOppenauum BpeMeHHol wkansl HDHPL-68 no nHTepsany BpemeHun 0-40
MJIH. NeT. Ha ropu3oHTanbHY OCb HaHeCeHbl CMeLLEeHUs, a Ha BEPTUKaNbHYHO
- KO3(hpuLMeHTbI Koppenauunin. MyHKTUPHOA NMHMeR 0603HaveH 95%-Hblii MHTepBan A0BEpUs
[no Ulrych and Clayton 1976]
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for a 95% confidence limit. In his reply, N aidu [1976] admitted the validity of
Uirych and Crayton’s result, but maintained that the polarity intervals are
not independent between 48 and 72 million years. Practically the same investiga-
tion was made by Phittips et al. [1975]. They concluded that for the stationary
time intervals from 0 to 45 and from 45 to 76 million years, the intervals are
independent. Laj et al. [1979] found the same result for the whole HDHPL-68
timescale, with another method of building the autocorrelation function. It will
be worth investigating why the discontinuity does not appear around 48 million
years. We can see that the newer timescales are not stationary (therefore
autocorrelation analysis cannot be carried out on them). Furthermore the
samples do not originate from the same distribution, consequently statistical
tests for the independence cannot be carried out on them (for example differ-
ence-test [Meszhna and zihrmann 1981]), because these tests assume that the
samples originate from the same distribution. Consequently we can say nothing
about the independence of the polarity intervals with the mentioned methods.

However we can say something about the independence in an analytical
way. The sequence o f ideas was suggested by M cFadden in private communica-
tion. For simplicity let us assume that the reversals are generated by a Poisson-
process. Therefore the probability P(t) that a reversal will happen in the interval
[t, t+dt] is:

P(t)dt = A-e~hdt )

Further, let us assume that the 2.is a function of time, for example: A= x+[t.
Let us start from time t—0, and wait for the first reversal, which will have
happened in r, time moment. On the basis of equation (7) the probability density
function relating to  time moment is:

P(t) = a-e~«' ®)

The probability density function for the next interval length t2 upon condition
t, is given by

P(h\h) = (a+/2/i)exp{-(a +Bt1)t2} ©)

It is obvious, that we can not get rid of tt in equation (9), since interval t2will
depend on the previous t, interval. Thus the intervals are not independent.

3. The stability of the polarity states

To determine the stability of the polarity states we shall provide an equa-
tion which gives the probability of the next reversal as a function of the passed
time from the previous reversal. Therefore we have to consider that the elements
of the time series do not originate from the same distribution, namely k and A
change with time. Let us assume an event (for example normal polarity state)
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which is in process at the time t0. What is the probability that the event will be
over before t0+1? (i.e. will a polarity change happen?) (Fig. 10).

P(x A t0O+1117Mt0Q) = ?
where X is the length of the polarity interval. After a simple calculation:

y[K*o+ Q K] - y[Xt0, K]
1-A~oA]
where y[X, K] is the incomplete gamma function [Harter 1964]. Let us call this
probability the probability of reversals. Let us choose tO, that “first” time
moment which will follow after a reversal with an infinitesimal time, and let us

describe the probability of reversals for different geological dates with the help
of the values Xand k, which can be seen on Fig. 7 (Fig. 11). It can be seen that

P{x A t0+tIX"t0) (10)

NORMAL

+- —> where t 0> ©
to TIME t > o0
REVERSED
Fig. 10. A description of the polarity change

10. abra. Polaritasvaltas

Puc. 10. MepemeHa NonspHoOCTU

PROBABILITY OF REVERSAL

Fig. 11. The change of the probability of reversals with time, for different geological dates
11. abra. A térfordulasi valészinliségek alakulasa az idében, kiilonb6z8 geoldgiai id6pontokban

Puc. 11. M3MeHeHMe BEpPOSTHOCTM MepeMeHbl MONSPHOCTEl BO BPEMEHU AN Pa3UYHbIX
MOMEHTOB T€0/I0MYecKOro BpeMeHu
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until the Cretaceous Normal Interval (between 80 and 120 million years) the rate
of increase of the probability of reversals decreases, and after the Cretaceous
Normal Interval it starts to increase quickly (see Fig. 11). On the basis of this
we can understand, in a qualitative way, the existence of the long intervals with
the same polarity, because, if Aapproaches zero, the mean length of the polarity
intervals will become infinite. It may also be assumed that it is by chance as to
what kind of polarity will be a long polarity interval. Since according to chapter
2.2, the value of k and Aare the same for both polarity states, the probability
of reversals (or the stability of the two polarity states) are also the same.

Some remarks about the polarity bias. Until now, this problem was con-
nected with the question of the difference in stability between normal and
reverse polarity states [Pnhittips 1977]. If the stability of the two polarity states
are the same, then the phenomena is due entirely to other reasons, and will not
be valid for the models connected with this (e.g. the models of Cox [1981]). On
the basis of these calculations, the question of the polarity bias is connected with
those processes which cause the change of the A parameter of the gamma
distribution.
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A PALEOMAGNESES POLARITAS-IDO SKALAK STATISZTIKAI TULAJDONSAGALI
MITNYIK Janos

A paleomagneses polaritas-id6 skalak statisztikai vizsgalatanak célja, hogy informaciot
szerezzlink a térfordulasok atlagos id6beli viselkedésérél, és ezek felhasznalasaval olyan modellt
készitslink a jelenségrél, amely ugyanezeket a statisztikai tulajdonsagokat tiikrézi. E feladatok
koziil a dolgozat az atlagos id6beli viselkedés leirasat tlizte maga elé. A legujabb id6skalak vizs-
galataval a kovetkezé eredmények adddnak :
a polaritasintervallumok idében nem-stacionarius viselkedést mutatnak, amely linearis regresz-
szioval kozelithet6;

—az észlelt polaritasintervallumok gamma-eloszlast kovetnek; az eloszlas paraméterei valtoztak
a foldtorténeti multban;
a jelenlegi matematikai statisztikai modszerekkel nem vizsgalhat6 az intervallumok fliggetlen-
sége, analitikus uton megfelel6 feltételek esetén — azonban bizonyithato;
a tér stabilitdisa mindkét polaritasallapotra azonos; a polaritasallapotok tulstlyanak kérdése
Osszekapcsolodik a gamma-elosztas X paraméterének valtozasat el6idéz6 folyamatokkal

CTATUCTUYECKWE CBOMCTBA MAJIEOMATHUTHBIX LKA
MONAPHOCTb-BPEMHA

Avow MUTHbLUK

Llenb CTaTUCTNYECKOTO WCCNeA0BaHWS ManeoMarHUTHBIX LWKaa NOASPHOCTb-BPeMs 3aK-
NOYAeTCA B U3BNEUYEHUU MH(OPMALMU O CPeAHEM NMOBEAEHWM U3MEHEHUI NONSPHOCTW BO BPEMEHU
M B CO3AAHMUM C ee MOMOLLbI0 MOAENN, OTpaXalolei Te e CTaTUCTUYecKMe CBOMCTBA. M3 aTux
3a/1a4 B JaHHO/ CTaTbe paccMaTpPUBAETCs XapaKTepucTuKa CpeaHero noseaeHUs Bo BpemeHu. Mpu
U3yUeHWUI HOBEMLIMX LIKaN BPEMEHU MOXKHO MPUATH K CEAYHOUMM BbiBOAM:

— WHTepBa/bl MOCTOSAHHOM MONSPHOCTM OGHAPYXXMBAIOT He CTallMOHAPHOE BO BPEMEHM
nosefieHMe, KOTOPOE MOXET GbITb anmnpoKCUMUPOBAHO NIMHEHOM perpeccuei ;

— HabnoaaeMble MHTepBasbl NOCTOSHHOW NONSPHOCTM pacnpedeneHbl Mo raMma-3akoHy; napa-
METpPbl pacnpefenceHns MeHSNNCL B Xoae reosorMyeckoii uctopum ;

— He3aBUCUMOCTb MHTEPBAOB HE MOXET 6biTh U3yUYeHa U3BECTHLIMM MaTeMaTUYECKUMN METoAa-
MU, HO—TNPU HAfNeXaLMX YCNOBUSX—MOXeET 6biTb [JOKa3aHa;

— CTa6bUNbHOCTL NONS 0AWHAKOBA B 060MX COCTOSHMSX MOMSIPHOCTU; BOMPOC O MpeobnafaHnn
COCTOSHMA TOW WNW WHOI MOMAPHOCTW CBsA3aHa C MPOLECCAMU, Bbi3bIBAKOLMMU WN3MEHEHUS
napameTpa X raMma-pacnpeaeneHus.






GEOPHYSICAL TRANSACTIONS 1988
Vol. 34. No. 4. pp. 309-332

SYNTHETIC 2-D SEISMIC WAVE PROPAGATION USING A
HYPERCUBE PARALLEL COMPUTER

Johnny PETERSEN* and Rosemary RENAUT**

Large 2-D synthetic seismic wave propagation codes using explicit finite difference methods,
are computing intensive. These codes need present day supercomputers to produce artificial traces
on a timescale of minutes. An alternative is to run similar codes on a parallel computer which is
available for a fraction of the cost of a serial computer with similar power. Following this option
a finite difference code has been written for a 32 processor Inter Hypercube parallel computer. Each
processor can be compared to an IBM PC-AT. The 2-D region was divided into 32 equally large
subregions and distributed among the processors. Each processor has its own memory of 512 kbytes,
where about 250-300 kbytes are available for programming. The problem is an ordinary 2-D seismic
code with absorbing boundaries on the bottom, left and right sides based on the Clayton and
Engquist [1977] paraxial model. The different aspects of programming on a Hypercube are
discussed. An example problem is presented together with the results. The program was also run
on land on 16 processors. The CPU times for the different processor configurations are presented
and the multiprocessor efficiency is discussed.

Keywords: synthetic seismograms, wave propagation, computers, hypercubc parallel computers, finite
difference analysis

1. Background

An important step in understanding seismic measurements as required by
the oil industry is the modelling of seismic wave propagation on a computer.
The effect certain geologic structures have on a seismic wave can be modelled
accurately by the solution of the wave equation. The model gives important
insights into the relationships between changes in densities, positions etc. of
structures and the echos received, however it is a computationally intensive
problem.

A recent development within the computer industry is the advent of highly
parallel computers. These machines make large computing power available at
lower cost. Problems with a high degree of parallelism, such as this, can make
optimum use of this new computer architecture. Here we show that the seismic
wave problem can be efficiently solved using the finite difference method on a
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Hypercube parallel computer. The problem we have considered incorporates the
modelling of an acoustic pressure wave travelling through differing geological
strata beneath the ocean floor. The reflections from these strata produce signals
received at an horizontal array of hydrophones.

The finite difference equations, Section 2, approximate the two-dimension-
al partial differential equations of motion describing the propagation of press-
ure waves in media with varying sound velocities. This numerical method
accounts for direct waves, primary reflected waves, multiply reflected waves,
diffracted waves and critically refracted waves. This technique can also be
applied to include shear waves, and the interaction between shear and pressure
waves.

Our algorithm has been implemented on an Intel Hypercube, or iPSC (intel
Personal Super Computer). The Intel Hypercube is a parallel computer with 16,
32, 64 or 128 nodes or processors, and a cube manager which is an Intel 310
computer. The configuration at CMI has 32 nodes. The cube manager works
as a front end to the parallel machines. Editing of the programs and interfacing
to the processors are done through the cube manager. The nodes are in a
hypercube architecture of five dimensions, 25 = 32 nodes. A hypercube is a
distributed memory machine, this means that each processor has its own mem-
ory. CMI has two 32 node hypercubes, one with 512 kbytes of RAM per node,
and the other with 4.5 Mbytes of RAM per node. The system takes up about
200 kbytes of RAM per node.

mThe hypercube architecture is in some sense the optimal solution to having
a developed communication between nodes with a minimum number of com-
munication channels. The interconnection scheme is also called a binary «-cube,
where n is the dimension of the cube with 2" processors. Each processor will have
n directly-connected neighbours, so as the number of nodes increases, the
number of communication channels per node will increase as log («). In order
to pass a message from one node to another, the message will in the worst case
pass through n—1 other nodes. The interconnection schemes for 2, 3 and
4-dimensional cubes are shown in Fig. 1. The hypercube topology also maps
nicely into other topologies, such as linear arrays, 2-D meshes, 3-D meshes etc.
In our case we will use the 2-D array.

For a 5-D hypercube with nodes mapped into a 2-dimensional array, we
can split the finite difference mesh into 32 subarrays giving each node a subarray
to work on. On the edge of the subarray the node needs to communicate with
another node which is a nearest neighbour node (except where the edge is at the
boundary of the global array). This lowers the time used in communication, and
the program can go nearly 32 times faster than with one node. The size of the
problem can also be quite large because of large total cube RAM, those at CMI
having 16 Mbytes and 144 Mbytes respectfully. The system will use about 6.5
Mbytes. With such memory, large problems can be kept in memory and time-
consuming calls to the secondary storage are avoided.
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od O

1-d Oemmmmmmen o

Fig. 1. Cubes of different dimensions
I. dbra. Kulonbdz6 dimenzidju halézatok

Puc. 1. CeTu ¢ pasnnuHbIM KONMYECTBOM M3MepeHuii

2. Description of the work

2.1 The wave equation

The linear wave equation in two dimensions

V2P (2.1.1)

V2 dt2

is the simplest representation of wave motion in a laterally varying medium.
Here P —P(x, y, t) is the pressure wave and v = v(x, y) its velocity, dependent
on the density and bulk modulus of the medium. This equation, subject to an
initial pulse, representing the explosion, is solved numerically to produce syn-
thetic seismic data.
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2.2 The interior solution

For the numerical solution of (2.1.1) we have chosen the method of finite
differences, as this is a widely used approach for the numerical solution of
partial differential equations. In this case it generalizes straightforwardly to
application on a local memory parallel processing computer such as the Intel
Hypercube, cf. Ciayton [1986]. The continuous derivatives of the Laplacian in
(2.1.1) may be replaced by discrete approximations. For this we introduce the
forward and backward difference operators defined by

n+f =A4+M)-An)
qJ Aq
S A
Substituting these operators into (2.1.1) we obtain its discrete form

d:d; +d; d; d;d~ Py t)=0

Expanding as in the definition gives an explicit recursion relation for P from
which the pressure can be advanced in time:

P{x,y, t+At) = 2P(x,y, t)- P(x,y,t~ At)

+ EV—AtJ\Z[P(x+Ax,y,t)+P(x-Ax,y,t) (2.2.1)

+P(x,y + Ay, ) +P(x, y - Ay, t)- 4P(x,y, /)].

Here Ax, Ay are the grid sizes in the x and y directions and At is the time
increment. In our case we use a square grid so that Ax = Ay = h. This formula
is suitable for all points not lying on the boundary, i.e. interior points. In Figure 2
the difference equation is represented by a stencil. From this stencil it is clear
which points at the old time levels the new point depends upon. This is helpful
not only for comparing formulae but also in the design of the parallel algorithm.

As we have replaced the continuous derivatives in (2.1.1) by difference
expressions the difference formula is not an exact representation of (2.1.1) but
only an approximation to it. We say that the numerical formula has order of
accuracy two as it approximates the real equation accurately up to terms inh2
and At2. This is seen by applying Taylor’s theorem for functions of three
variables to the numerical formula. Not only is there an error involved in
replacing the continuous derivatives by differences but also, as a consequence,
the numerical method will have solutions whose properties differ from those of
the real equation. Solutions of (2.1.1) move with a medium dependent phase
velocity ?, [?| = Vand energy is transported equally in all directions at a group
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velocity <?,1C{ = Vnormal to the wave front. It is demonstrated in the appendix
that this is not the case for the numerical solution, the phase and group velocities
being direction dependent and only approximating the true values. Therefore
the numerical scheme is dispersive. The amount of dispersion may be controlled
by picking a grid with sufficiently small gridsize so that the number of points
per wavelength is relatively high, i.e. approx. > 10.

K+ 1

Fig. 2. Stencil representing the difference equation
2. abra. A differencia-egyenletet bemutaté sablon

Puc. 2. Cxema MpeACTaBeHNs YPaBHEHWUS PasHOCTel

A further criterion which must be considered when using the numerical
formula, is the convergence of its solution to the real solution. In this case
convergence is equivalent to von Neumann stability, as described in Richtmyer
and M orton [1967]. The imposition of stability restricts the time increment that
may be used according to the inequality

VAt 1

where p is the Courant number and this condition the Courant condition. The
numerical solution at interior points is therefore governed by the properties of
the numerical formula which restrict both grid size and time increment. In the
Appendix we give two other explicit formulae, one of accuracy two, and one
of accuracy four. Dispersion relations and the propagation properties of these
schemes are compared to that of the scheme (2.2.1) in Petersen and Renaut
[1987].
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2.3 Boundary conditions

In reality the solution has no strictly defined boundaries. However the
numerical solution imposes the need for boundaries to the solution domain.
From Fig. 2 we see that the solution of the difference scheme requires knowledge
of points outside the domain when we try to solve for points on the boundaries.
Therefore an alternative approach is required there. Boundary conditions must
be used which mimic the infinite domain of the physical situation.

The situation at the the water surface is the simplest since in reality most
energy will be reflected, the velocity of the wave in air being much less than in
water. Therefore we impose zero pressure at the surface. At the remaining
boundaries, which are artificial, it is required that energy be completely ab-
sorbed. We use the absorbing boundary conditions as derived by C 1ayton and
Engquist [1977] from paraxial approximations to a one-way dispersion rela-
tion. Waves which obey such a relation travel in one direction only, which we
choose to be into the boundary. However the one-way wave equations, derived
from these approximations, do allow some waves travelling in the wrong
direction. By choosing an approximation of sufficiently high order it can be
expected that all but glancing reflections will be captured.

The second-order paraxial approximation leads to the one-way wave equa-
tion at the right hand boundary:

P * -|-V_ P « _/\ZP . = O (231)

An approximation of this on the discrete domain is the first-order difference
scheme

A pepnjk+ 2V A+A  (Prjkr-pon- 1k)
—4A+A (Pn- %k+1~ Pnk—) = 0, (2.3.2)

where the central difference operator D° is defined by

nor f{g+Aq)-f{g-AQ)
qJ 2AQ
and Pik k P(iAx,jAy, kAt). The stencil for this formula is given in Figure 3.
Equivalent formulae are applied for the left and bottom boundaries with the
corner points being solved from a rotated formula that ensures absorption for
incidence directly into a corner.
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For the above boundary conditions the reflection coefficient given in
Petersen and Renaut [1987] shows that 99% absorption of waves incident at
angles of about 35° to the normal should occur. For angles up to about 75°
roughly 35% of energy is reflected with almost complete reflection occurring at
glancing incidence [Crayton 1986]. In seismic data generation the distance
between the initial shot and the final group of hydrophones will be large so that
glancing incidence will take place. Obviously we would like as much absorption
of these waves as possible. Therefore we chose to use the second order one-way
wave equation rather than the first order which predicts absorption of waves
only up to incidence about 10°. A higher order approximation is also discussed
in Petersen and Renaut [1987]

boundary boundary boundary

Fig. 3. Stencil for the first order difference scheme
3. dbra. Az els6rend( differencia-séma vazlata

Puc. 3. Cxema pa3HOCTeil NepBoro nopsaka

2.4 Implementation

For the adaptation of the algorithm for application on a parallel machine,
in this case the Intel Hypercube, we have followed the procedure suggested by
Crayton [1986]. We are required to solve the equation on a rectangular domain.
This is easily divided into equal sized rectangular sub regions. In our case we
divide into 32 sub regions in order that each processor is in charge of one area
of the domain. Information is propagated through the region by assuming an
overlap of one row or column between neighbouring processors as in Figure 4.
At each iteration the values within the processor are updated and the edge
values then communicated to the neighbours on all sides. If a processor has an
edge which coincides with the boundary of the region it then applies the
appropriate boundary conditions.
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Fig. 4. Information propagation between processors
4. dbra. Informécidterjedés a processzorok kdzott

Puc. 4. PacnpocTpaHeH1e WH(poOpPMaLIMK MeXay npoLeccopamu

Storage is conserved by overwriting the information at the k —1time level
with the updated values of the k+ 1 time level. Therefore we only require a
three-dimensional array where the third dimension is two instead of three.
However the calculation of the boundary points requires some of the values
which have been overwritten. Therefore we need to store additional boundary
information in two two-dimensional arrays whose second dimension is only
two. This is a considerable saving of storage which becomes more pertinent
when we move to the solution of larger problems. We also assume that a
processor does not at the same time have boundaries both above and below or
left and right. This is a reasonable assumption due to the size of the models that
must be considered.

2.5 Initial conditions

For this initial value problem, the initial conditions are the initial pressure
amplitude and its first derivative with time, P(x, y, t = 0) and dP/dt at t= 0. The
pressure distribution needs to have a continuous bell shape, making the Lorent-
zian function, (cos f(r)+ 1)/2 and the Gaussian function likely candidates. f(r)
is a simple function of r, where r is the distance from the initial pressure pulse.
The pressure distribution chosen was the Gaussian shape:
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Y-Yo
i

where (x0,y0) is the location of the source, xgand ygare parameters which shape
the Gaussian bell. If xg®yathen the Gaussian will have elliptic contour curves.
Ifx a=Ynar>dxgis small, then the shape will be a pointy peak and the contours
will be mostly small circles. The Gaussian pulse, after it has propagated forward
in time in 2-dimensions, produces waves which look much like the GSI type A
[McQuittin et al. 1984].

P(x,y,t = 0) = exp

2.6 Energy norm

A simple time-independent function of the pressure variable is needed in
order to monitor the stability of the time evolution operator. If this function
is indeed a constant, then the time evolution is stable. One function which
should be constant in time is the total energy of the sound wave, Et [Landau
and Lifshitz 1959]:

E, = JEdv

with

E is the energy density of the pressure wave, g0 is the steady-state density of the
fluid or material, c is the sound velocity, and v is the velocity of the oscillating
particles. In the model discussed here g0 is not given, and v is not calculated.

For monochromatic, parallel waves, the two terms in the energy density
equation are equal [Landau and Lifshitz 1959]. Even though the last term will
not be the same as the first for our circular, non-monochromatic waves, it will
be a slowly varying function in time, approaching a constant value (after the
first few timesteps). As long as it approaches a constant finite value, it is possible
to use it as an ‘energy norm’, since it is possible to distinguish its behaviour from
the behaviour of an unstable evolution operator. Our ‘norm’ is thus p2!ic2. Or

NORM- £ X P(iJ) *P(i,j)/Vi,j)

Nodes i,j

2.7 Briefdescription of programs and subroutines

2.7.1 Start up

The basic layout of programs and the most important subroutines are
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shown in Fig. 5. The main routine on the host is called Tstcm, which does not
need to be on the Intel 310 cube manager, but with the help of the socket
program Netcube, it may be on any other UN X workstation available at CM1,
such as the Sun-3 or Tektronix. With the N etcube program the Intel 310 cube
manager is transparent to the other computers. The advantage of Netcube IS
that it unloads the multiuser 310, and thus makes it possible to use advanced
features such as graphics on the other workstations while the program is
running.

HOST CUBE NODES
MANAGER

Fig. 5. Basic layout of programs and subroutines
5. &bra. A programok és szubrutinok elhelyezése

Puc. 5. PacnpefeneHne nporpaMmu v cybpyTMHOB
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2.7.2 Host program

Tstem calls G 1init which initializes parameters needed in communication
with the nodes. After G 1init a message is sent to the Intel 310 to load the correct
program, Press, onto the nodes. Tstem then calls Wavetst, which is the main
subroutine. Wavetst reads a parameter file, Tstin which contains the basic
parameters for running node programs, such as the grid size, timestep, velocity
distribution, etc.

W avetst then calls Scate, which scales some of the data from Tstin to fit
with the programs on the Hypercube. The general setup parameters are then
sent to the nodes. These parameters are picked up in the subroutine Setup on
all the nodes. This message includes the size of the next message sent to the
nodes, Func. Func is the data containing the velocity distribution and it is
received by Verfnc on the nodes. Lastly the initial pulse data, Hydr, is sent to
the cube and received by the subroutine Hydrpn.

After Wavetst has finished sending data to the cube it goes into a loop and
waits to receive the traces from the nodes subroutine T race. When all the trace
data have been received, the traces are put into a file and Wavetst is finished.
Tstem then calls G 1stop which closes the opened files, and the program is over.

2.7.3 Nodes

The node program is loaded onto the cube when the Intel 310 cube manager
gets a message to do so from the host. As soon as it is loaded it starts running.
The main program is Press, this calls Hinit which initializes the nodes for
communication and defines the position of the nodes. Hneigh is called to set
up a special 2-D array for the nodes. In our case the 32 nodes are in a 16 by
2 array since we are looking at a long shallow region. Press then calls Presstst
which is the main subroutine. Presstst calls Setup, Velfnc and Hydrph in
order to receive the necessary data from the host.

Setup takes in the data defining the problem, Velfnc receives the velocity
data, and Hydrph receives the initial pulse data and the hydrophone data.
Hydrph also checks to see if its node has any hydrophones, and if so it finds
the array positions of the hydrophones. It sets a flag if there are any hydro-
phones. G 12SLayr sets up the velocity array for each node. Waveinit deter-
mines whether the node has any boundaries or corners, and initializes the
necessary arrays for the absorbing boundaries. Waveinit also rescales the
velocity array for optimal use in Wavestep. Presstst then calls Hsgaus which
initializes the Gaussian pulse at the prescribed position with the prescribed
parameters. The program is now ready to step forward in time. W avestep is the
subroutine that does the finite-difference time stepping. Each call to Wavestep
produces two time step calculation runs.

As discussed above, the P-array in each node has ‘double’ edges, the PN+2k
values on one node is the same as the P2k values in the array on the neighbour
node to the right. (There is an implicit sum over thef s.) Similarly PNHjk is the
same as Pljk on the right neighbour node. During calculations, all but the edge
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values are updated. These values must be received from the neighbour node
before the next iteration starts. Wavestep thus calls Hvecgmm which com-
municates the edge values. Hvcomm sends PN+Hjk to the right node and P2k to
the left node, and receives the new PN+2k from the right and P 1k from the left.
It does the same for the up and down directions. After Hvcomm, the array is
ready for another time iteration.

If the node is at a boundary, Wavestep will call Bcon first to store the edge
values in order to do absorbing boundaries calculations later. One time iteration
is then done for all the inside points. The physical boundary points are done
with calls to Calbdry and Bdries after which Hvcomm communicates the
internal edges between nodes. After the Wavestep 100p, Presstst calls Trace,
which picks out the pressure amplitudes at the hydrophone positions. These
values are stored in a trace array which is sent back to subroutine Trace on the
host. This continues until all the traces are finished. Presstst returns to Press
which calls Hstop, which checks to see if all messages are sent before the
program finishes, and if so it closes the communication channel to the host. The
program is then finished.

3. Results
3.1 Test problem

The test problem considered is that of a 2-dimensional long, shallow region,
350 m deep and 2800 m wide, see Fig. 6. The distance to the deepest interface
is 300 m, with an absorbing boundary at 350 m and on the left and right vertical
sides. The shot has a dominant frequency of 50 Hz, and is set off 5 m below the
water surface. The first hydrophone was 125 m behind the shot and 10 m below
the water surface, the other hydrophones followed 25 m apart.

The results of the computations are given in Figs. 7-16. Figs. 7-13 are
‘snapshots’ of the pressure wave in the region (0 m-350 m, 0 m-350 m). Fig. 7
is the pulse initially (t=0). Figs. 8 through 13 show the pulse after propagating
30 msec, 60 msec, 90 msec, 120 msec, 150 msec and finally 180 msec, respective-
ly. One clearly notices the reflections from the different layers, and absorption
at the left and bottom boundaries. It is also clear that the water surface, top
boundary, reflects with 180° phase shift. The leftmost dot is the starting position
of the pulse, and the other dots represent the positions of the hydrophones. The
amplitude of the waves are on a variable scale such that the maximum amplitude
in each picture has the same displacement. Fig. 14 shows traces from the 64
‘leftmost’ hydrophones from 0 sec to 1.024 sec after the initial pulse. Fig. 15 is
an amplified trace plot of all 96 hydrophones from O sec to 2.048 sec. In this
plot a cutoff amplitude was imposed to make it possible to see the multiple
reflected waves. 9 sets of traces were taken at different positions 25 m apart.
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Fig. 6. The geological test problem
6. bra. A kisérleti foldtani modell

Puc. 6. l'eonornyeckas MofeNb B 3KCNEPUMEHTE

Fig. 7. Initial pulse
7. dbra. Kezdeti impulzus

Puc. 7. HayanbHbIi umnynbc
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Figs. 8-13. Snapshots of the pressure wave at time t
8-13. abra. A nyomashullam képe t id6 elteltével

Puc. 8-13. V306paxeHne BOMHbI CXKaTus Yepe3 Bpems t

Fig. 14. Traces from the 64 leftmost hydrophones from 0 sec to 1.024 sec after the initial pulse
14. dbra. A bal oldali 64 hidrofon szeizmogramja 0-t6l 1,024 s-ig a jel inditasa utan

Puc. 14. CelicmorpamMmma no 64 nesbiM rugpodoHam ot 0 go 1,024 cek mocne HayaabHOro
umMnynsca
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Fig. 15. Amplified trace plot of all 96 hydrophones from 0 sec to 2.048 sec. Shot at *=80 m
15. dbra. A 96 hidrofon er6sitett szeizmogramja 0-t6l 2,048 s-ig. Robbantas *=80 m-ben

Puc. 15. YcuneHHasa celicmorpamma no 96 rugpogoHam ot 0 go 2,048 cek. B3pbiB npn *=80 ™

Each data set consisted of all 96 hydrophones over 2.048 sec with a sampling
every 4 msec, a total of 512 x 96 samples per trace file. The first shot, rightmost,
was at 255 m from the left boundary, and the last at 55 m. Fig. 16 contains the
tracedata at 255 m. Fig. 15 was taken at 80 m.

A test run was also made to see the extent of the reflection off the ‘absorb-
ing’ boundaries. This time the whole region was filled with salt water,
V= 1500 m/s, and it had a reflecting boundary on the top and absorbing
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Fig. 16. Amplified trace plot of all 96 hydrophones from 0 sec to 2.048 sec. Shot at x =255 m
16. dbra. A 96 hidrofon csillapitott csatornai 0-t6l 2,048 s-ig. Robbantas x = 255 m-ben

Puc. 16. Celicmorpamma no 96 rmapodoHam c 3atyxaHuem oT O go 2,048 cek. B3pbiB npu
X=255 ™

boundaries on the bottom and vertical sides. Otherwise the 2-D box was of the
same size as that above, 2800 m horizontally and 350 m vertically. The position
of the shot and the positions of the hydrophones were also similar to those in
the above examples. Since the region of interest was so shallow, we should
expect to see a large amount of reflection from the bottom boundary. The angle
of incidence at the bottom boundary for waves hitting the middle hydrophone
is greater than 72° from the normal. For 2nd order boundaries, this causes a
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reflection coefficient of 35%. For the last hydrophone the angle is 82° and the
reflection coefficient is 57%. The test run, Fig. 17 did not contain any layers, only
water with sound velocity of 1500 m/s, and the vacuum-water interface at the
top. This interface causes the direct pressure wave amplitude to decrease rapidly
with hydrophone position because of destructive interference with the ‘mirror’
shot above the water surface. The other reflection is the echo from the left
‘absorbing’ boundary.

Fig. 17. Test run for one-layer case, with 1500 m/s velocity
17. abra. Kisérleti futtatas 1500 m/s sebességli egyréteges modellre

Puc. 17. 9KcnepuMMeHT Ha OfHOCNOHOWA Mofenn co ckopocTbio 1500 m/cek
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3.2 Timing

We have obtained the timings given in Table 1 by setting up the same
problem in each case. The problem solved is that already described,
350 m X2800 m with a grid size of 2.5 m and a time increment of 0.0005 s. This
means that each node of the 5-dimensional hypercube uses a pressure array of
size 72 X72 X2, the 4-dimensional an array 142 x 72 x 2 and the 0-dimensional an
array 1120 x 140 x 2, in order to cope with the whole problem. The number of
iterations was 4048 for the 5-D cube and 256 otherwise. Therefore timings per
iteration are calculated. Clearly it is time consuming to run the complete
problem on the zero-dimensional cube. In each case we give the amount of
speed-up gained by using the 5-D cube.

Timings for the second-order 9-point stencil (A.2) are also given. We notice
that the number of arithmetic operations indicates that the 5-point stencil
should be about 1.7 times faster. Here this is confirmed. There is a slight
reduction in speed-up as the algorithms are the same away from the interior
points. The results which we have plotted show no appreciable differences
between the two solutions. However, this is to be expected when solving on such
a fine grid. Also any improvement in the results can only be judged by perform-
ing the inverse problem on the trace data. Additionally tests need to be run on
coarser grids. If, as the theoretical results in Petersen and Renaut [1987]
suggest, there is no degradation by using a grid twice as coarse with the 9-point
stencil, then it offers a potential speed-up of almost 250%. Not only may the
grid be coarsened, also reducing storage requirements, but the stability con-
dition on the Courant number is higher, allowing a larger timestep.

dimension time per relative
Scheme of cube iteration time
2rd order 5 9995 s 10
5pt
2rd order 4 21758's 21769
5pt
2rd order 0 324531 s 32.4694
5pt
2rd order 5 16289 s 1.6297
Ipt

Table I. Timings
/. tablazat. ldémérések

Tabnuua I. Ni3mepeHns BpemeHu
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4. Conclusions

The suitability of the Intel Hypercube for the generation of synthetic
seismic data has clearly been demonstrated. The solution of the problem here
suggests that the Hypercube could be used to solve a large number of hyperbolic
problems using the explicit finite difference method.

The parallel computer efficiency, the speed-up achieved with n processors
divided by the number of processors, is greater than one, which seems to
contradict common sense. However the 80286 chip creates less efficient code if
the arrays are larger than 64 Kbytes. This is the case here since the pressure
array, the largest array, is 41 Kbytes when the program is distributed and
13 Mbytes when the program is running on one node. This is a characteristic
of the 80286 chip and the efficiency shown here will not necessarily be re-
produced if another processor chip is used. The fact that this is a factor proves
that this program is highly parallel, and that the ‘load balancing’ was very
successful. ‘Load balancing’ means making sure that the problem is divided or
balanced equally among the processors, since the parallel program will go only
as fast as the slowest processor.

The absorbing boundary algorithm used was not optimal for the long,
shallow problem discussed here. The absorbing boundary algorithm seemed to
work, as Figs. 7 through 13 show, but no investigation was done to determine
if the reflection coefficients were the same as the theory predicted. Energy was
absorbed, although not well enough to meet the requirements of good synthetic
seismic traces. The Input/Output worked well. The N etcube routines made it
possible to follow the evolution of the wave on the Sun-3 screen as the program
progressed. A small simple input file, Tstin, made it easy to change the con-
figurations without changing the program, and recompiling.

The succes of this project opens the field for a large number of serious uses
of the Hypercube. The program is also written in a highly vectorizable way
which will make the program run efficiently on a vector-processor upgrade of
the Hypercube. The theoretical analysis of higher order finite différence methods
[Petersen and Renaut 1987] shows that speed-up is possible by moving to
larger gridsizes and larger timesteps without losing accuracy. Higher order finite
differencing and boundary conditions will be investigated in the near future.
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APPENDIX

Stencils, phase velocity and group velocity

A.l Phase and group velocity derivation

In section 2 we mentioned that the numerical model has solutions with
properties different from those of the real solution. Here we explain this in

greater detail.
A general wave solution of (2.1.1) can be represented by the Fourier mode

P(x,t) = e'{'-i ¥

where s the temporal frequency and ¢ = ((, ij)t the vector of wave numbers.
Substituting this into (2.1.1) we see that the dispersion relation

t02 = r2(C2+ v2) <4

is satisfied. Therefore waves propagate in concentric circles with a phase velocity
of size v as is seen from the following definition of phase velocity:

i w N2+ n2 W
The energy of the wave is transported at the group velocity:

Thus energy is also transported equally in all directions with a speed v.

We can apply the same analysis to the numerical method to determine the
equivalent expressions for the numerical solution. For the formula (2.2.1) the
dispersion relation is as given by Trefethen [1982]:

® t VAt
sin- =" A sinz— 4 iR dn

Waves obeying this dispersion relation propagate with a phase velocity of
magnitude

at 1+ 12h2

i o +0((IMA)4).
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Herep = h—is the Courant number and 0 the angle of propagation relative

to the X direction. Consequently waves propagate with different speeds in
different directions—this is known as dispersion. The energy of the numerical
solution moves with the group velocity which has components :

_ sin Ch
CX=W Gin At
_ sin 1jh
Y =W ginoat

Therefore it has a group propagation angle relative to the x axis

Q= tan 1

Expanding to lowest order terms

fl2n2 3+ cos 46

\C\=v 1- 8 4

and

a 22 .
0 =6+ 24 sin 46.

Clearly the group speed also varies in different directions and the variation of
the angle of propagation from the correct angle is not constant. Notice also that
the expressions for group and phase speeds are accurate in terms of order up
to two, this being the same as the order of accuracy of the numerical formula.

A.2. The 9-point stencil

Rotating the 5-point stencil by 45° and combining with the original stencil
gives the 9-point scheme second order in space and time:

Pijk-H ~ 2Pijk~ Pijk-i +p4R{Pi-+ijk+ Pi~ijk+ Pij+u+ Pij-u —4PjjK
A @I Pi-lj-lk Ai-lj+ %0+ -1k ~4PijK),  (A.2)

c.f. Trefethen [1982]. The stencil is given in Figure A.l.

A3 9-point stencil of 4th order

Alford et al. [1974] have suggested using an alternative stencil which has
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fourth order accuracy in space:

Pijk+i = (2-542PT- Pijk_i + y- (16(P, +ijk+ Pij+ik+ P,-ijk+ Pi}- ik)
~ (Pi+2k~Pij+IkPi - 3k Pij-2K))-
The stencil is given in Figure A.2

K+ 1
Fig. Al. Stencil for a 9-point scheme second order in space and time
At. abra. Térben és id6ben masodfokl, 9-pontos séma

Pue. Al. [leBATUTOYEYHAs CXeMa, BTOPOro MopsiAKa B MPOCTPAHCTBE U BO BPEMeEHU

Fig. A2. An alternative stencil with fourth order accuracy in space
A2. dbra. Egy masik megoldasi séma térben negyedfok( pontossaggal

Puc. A2. Cxema Apyroro pelieHus, ¢ TOYHOCTbIO YeTBepTOro nopsaka B NPOCTPaHCTBe
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SZINTETIKUS KETDIMENZIOS HULLAMTERJEDES MODELLEZESE 4-DIMENZI10S
PARHUZAMOS SZAMITOGEP-HALOZATON

Johnny PETERSEN és Rosemary RENAUT

A kétdimenzios szintetikus szeizmikus hullamterjedést explicit véges differencia modszerrel
modellezé programok igen szamitasigényesek. Ahhoz, hogy percek alatt mesterséges szeizmikus
csatornadkat tudjunk el6allitani, a mai szuperszamitogépekre van szilkség. Masik lehet6ség, hogy
hasonlé programokat futtatunk parhuzamos szamitégépeken, ami a hasonld teljesitmény( nagysza-
mitogép aranak csak toredékébe keriil. Ezt az utat valasztva véges differencia programokat készitet-
tink egy 32 processzoros Intel Hypercube parhuzamos szamitogépre. Mindegyik processzor egy
IBM PC/AT-hez hasonlithat6. A 2-D terliletet 32 egyenld nagysagu alterlletre osztottuk, és
felosztottuk a processzorok kozt. Mindegyik processzor 512 kbyte sajat memoriaval rendelkezik,
melyb6l kb. 250-300 kbyte hasznalhato a programozashoz. A feladat egy normal 2-D szeizmikus
szelvény készitése, abszorbeald hatarfeliiletekkel az aljan, jobb és bal oldalon, a Clayton és
Engquist [1977] paraxialis modelleknek megfelelGen. A 4-dimenziés halozaton valé programozas
kilénbdz6 szempontjait targyaljuk. Egy mintafeladatot mutatunk be az eredményekkel egyitt. A
program 1és 16 processzoron is futott. A kiilénb6z6 processzor konfiguracidkhoz sziikséges CPU
id6ket és a multiprocesszor hatékonysagat targyaljuk.

MOAENNPOBAHWME PACIIPOCTPAHEHNA CUHTETUYECKNX OBYMEPHbBIX
BOJIH HA UETBIPEXMEPHOW CETWV MAPA/IE/IbHbIX KOMMbIOTEPOB

Oxoun METEPCEH un Po3smapun PEHO

MporpamMmbl MOAENNPOBAHUA CUHTETUYECKUX [BYMEPHbIX CEACMUYECKUX BOAH CMOCOOOM
NPSAMbIX KOHEYHbIX Pa3HOCTEN HYXAalTcsA B rpoMagHOM o6beme pacyeToB. [1a co3haHNs UCKYCC-
TBEHHbIX CEiICMUYECKNX KaHANO0B B TeUeHMe HECKONbKNX MUHYT HEOO6XO0AMMbI COBPEMEHHbIE Cyrnep-
3BM. [pyras BO3MOXHOCTb 3aKNH0YAETCA B 3arpy3Ke CXOAHbIX NporpamMm B napansiensHele BM,
4TO NO CTOMMOCTW COCTaBASAKOT NNLWb HUYTOXHYHO JONI0 OT TakoBOW KpynHorabaputHoin SBM.
Ha 3TOM nyTW Hamu coCTaBfieHbl MPOrpaMMbl KOHEYHbIX pasHOCTeil ANs napanienbHoro Kom-
nbtoTepa Intel Hipercube Ha 32 mukponpoueccopax. Kaxablil M3 npoLeccopoB conoctasum ¢ IBM
PC AT. [BymepHOe MpoCTpaHCTBO 6biN0 pa3feneHo Ha 32 paBHbIX MOANPOCTPaHCTBa W 6bINO
pacnpegeneHo Mexay npoueccopamu. Kaxablii U3 NpoLeccopoB UMeN COBCTBEHHYO NamaThb B 512
Knno6aiT, n3 KoTopoin npumepHo 250-300 Knunob6aikT MoryT 6biTb MCNONBL30BaHbI MpY Nporpam-
MUpOBaHWM. 3afaya 3ak/oyanachb B COCTaBAEHUM HOPMabHOIO BYMEPHOTO CEMCMMUYECKOro pas-
pe3a Cc afcopbupyowmnMM NOBEPXHOCTAMU BHW3Y, a TakXKe Cnpasa W CfeBa, B COOTBETCTBUU C
napakcuanbHbeiMn mogenamu KnelitoHa n SHrkeucta [Clayton and Engquist 1977]. Paccmo-
TPEeHbl pa3finyHble acneKTbl MPOrpaMMMPOBaHNS Ha YeTbIpeXMepHOU ceTu. MNpuMBOAUTCSA TUNOBas
3afiaya BMecCTe C peweHmamu. Mporpamma ncnbITbiBanach Kak npy 1, Tak v npu 16 npoweccopax.
PaccmoTpeHbl BpemeHa CPU npu pa3nnyHbiX KOHUIypaLusax NpoLeccopoB, a Takke addekTus-
HOCTb MynbTUMpOLeccopa.



GEOPHYSICAL TRANSACTIONS
Vol. 34. No. 4. pp. 333-342

SEISMIC DATA ACQUISITION QUALITY CONTROL

Lutz E. REIMERS* and Reiner W. HEIL*

The steadily increasing demands on high-resolution seismology have resulted in new, higher
quality technology for field data acquisition. At any particular site, field tests are carried out before
starting the routine exploration to determine the optimum parameters of the field technology.
During the survey the nearsurface geology may not be constant along the entire profile. That makes
it desirable to perform quality control regularly and to change the data acquisition parameters, if
necessary, to avoid quality loss. In this paper a set of parameters is introduced for a rapid estimation
of data quality in the field, using a statistical interpretation of frequency and energy analysis of every
trace. The evaluation of seismic records is thus reduced to a few parameters. These parameters
enable the acquisition engineer to compare seismic signals from the different field tests and to define
quality standards for the continuous comparison of seismic data along a line and between lines. A
field example demonstrates the use of the method to find the best field parameters in practice.

Keywords: seismic methods, high resolution, data acquisition, quality control

1. Introduction

The development and improvement of seismic methods by more powerful
devices for field data acquisition, and bigger and faster computers with better
software for data processing, has enabled a larger amount of data to be recorded
and processed in ever shorter times. Because of this a time delay between data
recording and data processing arises, which does not allow a backward quality-
improving influence on the survey as a result of data processing. On the other
hand the demands on the results of seismic surveys have steadily increased. For
example, at present, structures of some meters in extension are targets only in
the geophysical exploration of coal-bearing formations. But in the near future
demands will be similar in hydrocarbon prospecting. To meet these demands
it is necessary to record data of the best possible quality with the guarantee of
permanent fail-proof recording and optimum use of the equipment. On a
modern seismic survey, where thousands of geophones are used, neither every
geophone nor every element of the recording unit can be checked continuously.
It is our aim to create tools to analyse the seismic data, to define by the help
of tests an optimum quality and to recognize and to correct losses of quality
during the survey.

* Westfalische Berggewerkschaftskasse, Institut fiir Geophysik, Herner Strasse 45, D-4630 Bochum
M anuscript received: first version:8 September, 1986, revised version: 9 August 1988
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The electrical functions of the instruments and the geophones are tested
daily. The optimal use of the equipment is guaranteed only, if before the
measurements the recording parameters are chosen with regard to the target,
and if during the measurements they are adjusted to the sometimes quickly
changing seismogeological conditions. This applies particularly to those of the
low-velocity layer.

The field parameters are derived from pilot-tests, the so called field-tests.
The analysis of these tests is done in most cases in the field-crew HQ, visually
counting frequencies, determining wave lengths and velocities and comparing
seismograms played back by the data acquisiton system. This method is sufficient
in many cases but it is unsatisfactory and out of proportion to the costs of the
field tests. Since some thousand traces have to be compared, computer programs
have been developed which make it easier to evaluate the pilot-tests in order to
optimize the recording parameters. In these programs some statistic indicators
(quality-numbers), characterizing the quality of the seismic data, are computed.
This means a drastic reduction in data. The evaluation of the field tests provides
thresholds for the quality-numbers. To secure constant quality of the running
survey a continuous comparison of quality-numbers has to be carried out by
an accompanying data processing. The basic requirement for this type of quality
control is a short time delay between recording and processing of the data. In
our surveys, the data processing was done with the computer of the WBK,
Institut fir Geophysik in Bochum. The farthest region of exploration was in
Emsland, which can be reached by car in three hours from Bochum. The data
was transported every day after completing the field-work and processed during
the night. In this way a correction of the field parameters was possible with a
delay of one day. If one assumes an advance of 60 shots per day with a shot
distance of 30 meters then a delay of one day corresponds to 1800 meters in the
field. So in the case of minor local geological changes the analysis results can
only be used for parallel or cross lines, while quality decrease caused by regional
changes in structure can be corrected for in further lines. A mobile computer
in the field would have provided the optimum solution.

2. Quality analysis of seismic traces

It is certainly impossible to define an absolute measure for the quality of
seismic traces, because a seismic survey only gives an image of a geological
structure. How much information concerning the subsurface he then extracts
therefore depends on the interpreter’s intuition and experience. As basic con-
ditions we need wide-band signals, high signal-to-noise ratio for high resolu-
tion. We can improve signal-to-noise ratio by the summing of repeated records
and damp coherent noise by the CDP technique. So the definition of quality dif-
ferences of seismic shots requires knowledge about the total energy and fre-
guency content, the frequency and energy behaviour (i.e. changes of energy and
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frequency in time), the signal-to-noise ratio, and either the coherency or the
crosscorrelation coefficient of the signal.

The investigation can regard both single traces and ensembles of traces.
Whatever the investigation, criteria have to be developed which make it easier
to show differences between seismic signals, in order to select the best signal
among a couple of qualitatively similar signals and to recognize any quality
decrease during the survey.

Amplitude behaviour of seismic traces

During the recording of seismic profiles not only the ground motions which
are generated by the source are registered, but also the permanent ground noise.
On a land survey the seismic amplitudes, i.e. the digitally recorded samples on
a tape, represent the particle motion (acceleration or velocity) as a function of
time. That part of a trace which originates from the stratified earth, providing
information on it, is termed the signal. All other parts of the trace are called
noise. With a seismic source a wavefield consisting of different wave types is
generated. These wave types are: T-waves, 5-waves, surface waves, head waves,
reflected waves and multiples. In reflection seismics all waves, except the pri-
mary reflected F-waves, are considered to be noise. The recorded amplitudes of
the seismic trace are therefore composed of a superposition of useful waves,
source-dependent and source-independent noise. In a normal case only the
source-independent noise may occur in time before the arrival of the direct wave
or the head wave. The direct waves should have the highest amplitudes of the
trace, because they have very low transmission losses. After extensive tests, a
couple of indicators of the amplitude in the time domain proved to be very
efficient. So the following quality numbers were defined as the amplitude rms
value i.e. a mean amplitude of the seismic trace, the maximum amplitude and
its time, the signal-to-noise ratio (or its reverse), the damping of the maximum
amplitude, the times of the preceeding value and that of the decay of the trace
amplitudes into the noise.

Freqguency content of seismic traces

The usual method for studying the frequency content of a seismic trace is
to transform it into the frequency domain by the Fourier-transform. The result
is an amplitude- and a phase spectrum. The trace length and the analysis
window can be chosen in several ways. Taking the whole trace yields one
spectrum per trace. The envelope of the spectrum represents the average form
of the seismic pulse over the full trace. The individual peaks and troughs of the
spectrum represent, in a complicated manner, the thickness of the layers,
including the layers which generate multiples.
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Another possibility is to take a shorter analysis window per trace. Then the
general shape of the spectrum represents the mean form of the seismic pulse
within the time window. The peaks and troughs of the spectrum contain
information on the thickness of the layers within the time window.

As a further possibility a short but moving time window can be used. The
windows may also overlap. This enables us to analyse the changes of the
frequency content in time. The frequency content consists of two components;
one which is slowly changing and dependent on absorption and other high-
frequency filtering mechanisms, and a spatially changing component, which
depends on the changing parameters of the layers.

To receive a quick overview of the frequency content of seismic traces a
combination of the possibilities mentioned has been chosen. For every trace a
frequency spectrum is computed. The beginning and the length of the analysis
window can be selected arbitrarily. The cumulative spectrum sum (i.e. the
spectrum is integrated) and the mid-frequency at half of the cumulative spec-
trum sum (i.e. half of the integrated area) are computed. Above and below the
mid-frequency two limiting frequencies at an arbitrary percentage of the cumu-
lative spectrum sum can be determined.

Multi-trace processes using two-dimensional transformation

If the reflections of a seismic section are superimposed upon by coherent
noise with.a different slope, then for the analysis of wave types and for the
suppression of noise, anf-k transform is useful, thus separating direct waves
from reflected waves in thef-k domain. The summed amplitude squares of the
noise and signal parts can then be computed. The result is the spectral power
of noise and signal, respectively. These values, in combination with their ratio,
define quality numbers in the f-k domain.

In the process of stacking if the image of a CDP has to be improved, the
shape of the signal should be the same along the reflection hyperbola. A
convenient measure for this is the coherence. As the coherence along a straight
line can be estimated better then the one along a hyperbola, the x2- 12transform,
which converts hyperbolas to straight lines, is suitable for quality estimates of
reflection hyperbolae. If you stack along lines with a different dip (slant stack)
and form the envelopes in the v-t plane, you have an automatic determination
of the stacking velocities. The sharpness of the amplitude peaks in the t>/ plane
is a measure for the coherence of the reflection hyperbola in the x-t domain.
The integration over time results in a maximum and an average coherence,
which are defined as quality numbers.3

3. Field example

The use of the quality numbers is demonstrated now on a sample shot
depth and charge test. The test consisted of 27 shots in total at nine different
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shot depths (12, 18, ..., 60 meters) with three different charges (270, 540,
1000 grams) in each case. Each shot was recorded on 120 channels with a sample
rate of 2 ms. The geophone group interval was 10 meters. First the quality
numbers of each trace were computed, then the quality numbers for all traces
of each shot were averaged. The following quality numbers were used versus
shot depths : the amplitude rms value, the maximum amplitude, the arrival time
of the maximum amplitude, the noise-to-signal ratio, the arrival time of a signal
attenuated 20 db and that of the signal decaying into noise level, as well as the
mid and limiting frequencies. For values corresponding to different charges,
different symbols were used.

The amplitude rms values (Fig. 1) and the maximum amplitudes (Fig. 2)
reach a maximum with increasing shot depth and then decrease. The maximum
shifts with decreasing charge to greater shot depths. Conclusion: the optimal
shot depth is 24 to 42 meters, with a tendency to decreasing slope with bigger
charges. The times of the maximum amplitudes (Fig. 3) drop sharply with
increasing shot depths and remain at a low level beyond 40 meters. As in the
given study area, the target was near the first arrival, a shift of the maximum
amplitude to later times means that the seismogram contains high-energy slow
waves (noise, surface waves, etc.). Conclusion: a minimum shot depth of 42
meters and no influence of the charge. The minimum of the noise-to-signal ratio

DEPTH BELOW GROUND LEVEL DEPTH BELGU GROUND LEVEL [HT

Fig. 1. Rms amplitude versus shot depth Fig. 2. Maximum amplitude versus shot depth
1. éabra. Robbar]tési mélység és atlagnegyzetes 2. &bra. Robbantéasi mélység és maximalis
amplitido Osszefiiggése amplitidé dsszefiiggése
Pue. 1. B3aumocBs3b mexay rnyouHoi Puc. 2. B3anMoCBsi3b MeXay rny6uHoi
B3pbIBaHWS U CPefHEKBAAPaTUYHbIMM B3pbIBaHWS Y MaKCUMabHbIMW aMNAUTYaMu

aMnanTyamm
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Fig. 3. Time of maximum amplitude versus
shot depth

3. abra. Robbantasi mélység és maximalis
amplitddo beérkezési idejének dsszefiiggése

Puc. 3. B3aumocsssb mexay rny6uHoi
B3pbIBAHWS U BpPEMeHaMu BCTYM/eHUs
MaKCUMabHbIX aMNAUTY L

Fig. 5. Time of maximum amplitude decrease
versus shot depth

5. dbra. Robbantasi mélység és a maximalis
amplitddé 20 dB-es csillapodasi idejének
Osszefliggése
Puc. 5. B3ammocBsasb Mexay rny6uHoi

B3pblBaHUA U BpeMeEHaMW 3aTyXaHuA
MaKCUMa/lbHbIX aMNANUTY [ Ha 20 ,U.6EI'I

Fig. 4. Noise/signal ratio versus shot depth

4. abra. Robbantéasi mélység és zaj/jel viszony
Osszefliggése

Puc. 4. B3aumocBssizb Mexgy rny6uHoit
B3pPbIBaHWA 1 COOTHOLLEHUAMM LIyM/CUTHaN

DEPTH BELOW GROUND LEVEL CW)

Fig. 6. Decay time to noise level versus shot
depth

6. abra. Robbantasi mélység és a maximalis
amplitidd lecsengési ideje kdzotti dsszefliggés

Puc. 6. B3aumocBsszb mexgy rnybuHoi
B3pbIBaHUA W BPEMEHAMU MOMHOMO 3aTyXaHus
MaKCUMa/bHbIX aMNNTYA
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(Fig. 4) coincides with the maximum amplitudes. Conclusion: shot depth 24
to 48 meters, prefer higher charges. The times of the attenuation of the maxi-
mum amplitude and that of its decay to noise level (Figs. 5 and 6) indicate that
the three different charges do not differ very much with regard to penetration.
With a shot depth of at least 20 meters they secure a reflection time not under
1 second. Conclusion: shot depth not under 20 meters, the charge does not
influence the result.

The mid- and limiting frequencies (Fig. 7) rise continously with increasing
shot depths, with smaller charges creating higher frequencies. Conclusion : great
shot depths, small charges.

Fig. 7. Mid- and limiting frequencies versus shot depth
7. dbra. Osszefiiggés a robbantasi mélység és a kozép-, illetve hatarfrekvenciak kdzott

Puc. 7. B3aMMOCBSi3b MeXy rMy6UHOI B3pbIBAHWS U CPEAHUMU UNW NOTPAHUUYHBLIMU YacToTaMu
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4. Conclusion

Seismic data acquisition quality control is a method to increase the resolu-

tion of seismic data. In this, the response of the whole system including the earth
filter is analysed. Single parts of the recording equipment and the geophysical
parameters are not individually tested. With that method it is also immediately
possible to detect failures of different sources on the recorded data and it
facilitates quick counter-measures to dispense with disturbances.

Along the profiles begun with the parameters determined by a couple of

700

CDP 120 810

0.0 1 wl=m L u u J. J

Fig. 8. Seismic time section shot with continuous quality control
8. abra. Folytonos mindségellenérzés mellett felvett szeizmikus id6szelvény

Puc. 8. CeiicMuyecKunii BpeMeHHON paspes, 3ammcaHHbIi Npu HenpepbIBHOM KOHTpOne 3a
KauecTBOM
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test shots, it was found by comparing the quality numbers of the original test
shots, that overall quality could be maintained (Fig. 8). The developed analysis
programs have been tested on some seismic profiles for coal, oil and gas
prospecting. According to the statements of the contractors, the results show
a reasonable improvement compared with former measurements.
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SZEIZMIKUS ADATOK MINOSEGELLENORZESE
Lutz E. REIMERS és Reiner W. HEIL
A nagy felbontasi szeizmikaval szemben tamasztott folytonosan névekvd elvarasok jobb
mindségl mérési adatok gydjtését lehetdvé tevd Uj technoldgiak létrejottét eredményezték. Miel6tt

elkezdenénk a rutinmérést, meg kell hatarozni az optimalis mérési paramétereket. A felszinkozeli
geoldgiai viszonyok valtozhatnak a vonal mentén a mérés soran. Ez kivanatossa teszi a folyamatos
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mindségellendrzés bevezetését és a paraméterek esetleges valtoztatasat, hogy a minéségromlast
elkerdiljik. Jelen cikkben egy sor olyan paramétert vezetiink be, amelyek az egyes csatornak
energiajanak és frekvenciajanak statisztikai analizise révén egydittesen alkalmasak a mérési adatok
mindségének gyors becslésére. A teljes szeizmogram értékelése helyett igy csak néhany paramétert
kell figyelniink. Ezek a paraméterek lehetévé teszik, hogy a kiilonb&z6 terepi probamérésekkel nyert
szeizmikus jeleket 6sszehasonlitsuk és a vonal menti és vonalak kozti szeizmikus adatok folyamatos
Osszehasonlitasara egy egységes mindségi szintet hatarozzunk meg. Hogy milyen médon juthatunk
a gyakorlatban a legjobb mérési paraméterekhez ezzel a médszerrel, azt egy terepi példan mutatjuk

be.

KOHTPOJ/1b 3A KAYECTBOM CEMCMUYECKUX OAHHbIX

Nyy, 3. PEMMEPC u PaitHep B. FENN

Bce yBenuumBatolLvecs TpeboBaHuMs K ceiicMopasBeKe BbICOKOI paspeluatoleii cnoco6HoC-
TV NPUBENY K CO3[jaHNI0 METOAMK, 06eCTeUnBatoLLIMX BOSMOXKHOCTb MONMyYeHNst 6oNee BbICOKOKaY-
€CTBEHHbIX U3MEPUTENbHbIX aHHbIX. [0 HaYana CepUiHbIX U3MepeHnii Heo6X0AMMO OnNpeaenmnTL
ONTUMasbHble NapamMeTpbl U3MepeHunii. B npoliecce 3mMepeHuin NpUnoBepXHOCTHbIE Fe0Nor1yeckue
YCNOBUS MOTYT MEHATHLCS BAOMb MPO(GUNs. STO fAenaeT XenaTeNbHbIMU Kak HenpepbIBHbI KOH-
TPONb 3a KauecTBOM, TaK U BO3MOXHOCTb M3MEHEHMii MapameTpoB BO M3GeXaHue yXyalleHus
KadyecTsa. B HacTosleit cTaTbe paccMaTpuBaeTcs psg napameTpoB, COBMECTHOE MCMOMb30BaHUE
KOTOPbIX flaéT BO3MOXHOCTb 6bICTPO OLEHUTb KauecTBO M3MEPUTENbHBIX AaHHbIX NYTeM cTaTuc-
TUYECKOTO aHanu3a 3Hepruii U 4acToT OTAENbHO B3ATLIX KaHanoB. Mpu 3TOM BMECTO WHTEp-
npeTaumm MNofHbIX ceiicMorpammM Heob6XoAWMO CNefuTb MULIb 338 HECKOMbKUMK NapameTpamu.
3TUMKM napameTpamy 06ECreynBaeTCsl COMOCTABUMOCTb CEACMMYECKUX CUTHAMOB, MOMYUYeHHbIX
NpY PasNIMUHbLIX OMbITHBIX MOMEBbIX W3MEPEHUSAX, a TaKXKe OMnpeaeNneHne eauHOro KauecTBEHHOro
YPOBHSA MPW HEMpepbIBHOM COMOCTABNEHUM CEACMUYECKNX aHHbIX, MOMYUYEHHbIX BAOML Npoguneit
1 Mexay HuMKU. Cnoco6 NpaKTUYeCKOro OnpeAeneHUs Haunydwux U3MepuTeNbHbIX NapamMeTpos
npy AaHHoW MEeTOAMKe UNNCTPUPYETC NOEBbIM NPUMEPOM.
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IN-MINE FREQUENCY SOUNDING WITH A BURIED GROUNDED
DIPOLE SOURCE

Erné TAKACS*

The in-seam vertical electric field of an elementary alternating current dipole located in a coal
seam—equatorial array—and its frequency dependence are functions of the resistivity and thickness
of the layers in the layered space. This study analyses the effect of these parameters on sections which
can be regarded as basic models for the investigation of the overlying and underlying layers, and
lateral inhomogeneities within the seam.

Using the frequency dependence belonging to the uniform space apparent resistivities (Q*(f))
can be derived from the changes of the field according to frequency. These, in the form of frequency
sounding curves, show the effects of layering more clearly than the frequency dependence of the field
strength itself. With the combined application of the apparent resistivities calculated using the
geometric factor {qJJ) and pj(/)} the resistivity of the seam can be obtained and the frequency
dependence of that part of the space which influences the measurements can be examined. With
increasing frequency the effect of the seam increases, especially at smaller transmitter-receiver
separations; this is advantageous from the viewpoint of seam exploration.

From the in-seam field of the elementary dipole the potential difference measured using
current and potential dipoles of finite size which extend to the host rock can be derived considering
the dimensions and resistivity conditions.

Keywords: grounded dipole source, frequency sounding, layered medium, in-seam geoelectric methods,
in-mine geophysics, models

1. Introduction

Several papers describe successful in-mine applications of direct current
measurements [Csokas et al. 1986, Breitzke et al. 1987]. The potentials of
frequency sounding, however, are less well explored. Although the controlling
of the investigated rock volume by changing the frequency and the simultaneous
application of several parameters, e.g. amplitude and phase, as well as the
probable increase in resolution, may have advantages just because of the limita-
tions caused by in-mine conditions.

The inductive generation of the field and the measurement of magnetic field
strength are strongly influenced by metal objects in the gallery. Therefore, as
a first step, the possibilities of a system applying conductive excitation and
measurement of the electric field were examined. The effect of metal objects on
this measuring system is expected—and experienced, too—to be much less if
groundings are kept at a sufficient distance from these objects. Another aspect
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was to rely on known results of direct current measurements. This is how we
chose the vertical current dipole and the measurement of the frequency depend-
ence of its vertical electrical field, at the level of the transmitter (equatorial
array).

The frequency sounding curves of some models and the algorithm used for
calculating them have already been presented [Takacs et al. 1986]. The aim of
this paper is to clarify the relationship between the behaviour of the electromag-
netic field and the parameters of the layered space, as well as to illustrate more
expressively the information on layering and geological structure which is
difficult to read out from frequency sounding curves.

2. Frequency sounding curve in a uniform space

It is expedient to begin the study of the frequency dependence of the
electromagnetic field with uniform space. If this is used for correction, geologi-
cal information on layering can be represented more clearly.

For the dipole equatorial array, which can be realized in a mine or in
boreholes, the frequency sounding curve with a resistivity of g developing in
uniform space is shown in Fig. 1L The quantity \Ez(f)\/Ez(Q) was applied to the
ordinate; this quantity is the ratio of the field measured at frequency /, \Ez(f)\,
and the field measured with direct current, £2(0), at identical electrode array.
Because of generalization R/6 appears on the abscissa, where R is the transmit-
ter-receiver separation, and 6 is the skin depth in a halfspace of resistivity g at
frequency /. Figure 1 shows that at sufficiently low frequencies the direct
current and alternating current fields are equal, or the difference is negligible.
With increasing frequency, however, up to the value of R/S= 1.6, the alternating
current amplitude increases to 1.455-times higher than the direct current value.
At even higher frequencies—beyond the maximum—the electromagnetic energy
(alternating current field) is gradually absorbed, as reflected by the decreasing
values of the curve.

The above shows that the apparent resistivity (gj calculated from \Ez(f)\
in the way used in direct current measurements is frequency-dependent even in
uniform space, except for the quasi-stationary state part. Even so, it is advisable
to plot the results as ga{f) curves—or at least to calculate £a(0)—since these
values carry information on the layers as it will be shown.

3. Frequency sounding curves in layered space

So far as layered space is concerned, it is obvious that the quasi-stationary
state part provides information equal to that of the direct current measurement
for the rock volume in which the current field is strong enough to influence the
measured field strength. If this volume includes several layers, each of them will
exert its effect on \EA
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Fig. 1 Ratio of the vertical electric field strengths generated by vertical alternating current and
direct current elementary electric dipoles versus the R (distance)/<5 (skin depth) ratio

1 abra. A valtéaramu és egyenaramu vertikalis, elemi, elektromos dipdlus vertikalis elektromos
térer6sségének hanyadosa az R (tavolsag)/u (szkinmélység) viszony fliggvényében

Pue. 1 OTHOLIEHWe BEPTUKANbHON 3MEKTPUYECKON HAMPSHKEHHOCT OAMHOYHOTO BEPTUKANbHOMO
3N1EKTPUYECKOr0 AUMONS NEPEMEHHOr0 M NOCTOSHHOTO TOKOB Kak (PyHKUus R (paccTosHue)/<5
(MOLLHOCTb CKMH €Nos)

With increasing frequency the volume of the current field becomes rear-
ranged. In addition to this, real and imaginary current system develop. Thus,
the contribution of the individual layers to the measured field component
changes and the effect of layering appears in the frequency sounding curves.

For the time being, analyses of these effects have been performed concern-
ing the absolute values, \EZ, only. In Figs. 2-4 frequency sounding curves
calculated from the absolute values of Ezare shown for various, 3-layer symmet-
ric models, which approximately represent the domestic coal formations. From
these curves layer parameters, effects of layering and transmitter-receiver
separation can be assessed. This type of models can be considered the basic
model for the prospecting task that involves examining the continuity and
quality of the coal seam.

It can be stated that the Q(f) curves of the layered space also show the basic
characteristics of Fig. 1, different parts of the curve, however, exhibit deviations
caused by the layered space. The characteristic features of these deviations can
be summarized as follows.

It is obvious that [Ez| increases if the resistivity of the layer, or layers, lying
between the potential electrodes is higher; and it decreases if this resistivity is
lower. The reverse is true concerning the resistivity of the layers outside the
potential electrodes. The situation is the same for direct current.This is why high
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Fig. 2. Frequency sounding curves g jf) in a 200 fim seam with transmitter-receiver separations
(R) of 25 m, 50 m and 100 m, for the model gt=20fim, = co, g2= 200 fim, h2= variable,
p3=20 fim, /r3= 00
2. dbra. A 200 fim-es telepben 25 m. 50 m és 100 m ad6-vevd tavolsagon (R) kialakul6 ga(j)
frekvenciaszondazasi goérbék a gl =20 fim, hl= 0o0; g2=200 fim, h2=valtoz6; agb= 20 fim,
h3= 00 modellre
Pi«12. KpuBble 4acTOTHOro 30HAMPOBaHWS ga(f) NMpu paccTosHMX Mexay nepefaTynkom

1 npvemHukom (J1) B 25, 50 n 100 M B nnacte conpoTunsneHnem 200 oMM MpU MOAENN
P!'=20 omm, hl=00; 2= 200 oMM, V/2=nepemeHHas; p3= 20 oMM, JB= co

field strengths can be measured in a coal seam with a resistivity much higher
than that of its environment. Thus, apparent resistivities may be significantly
higher than the true resistivity of the seam. At the same time, the vertical field
component is considerably smaller if a low resistivity layer is embedded in a high
resistivity medium; this results in an apparent resistivity much lower than the
real one. The magnitude of these effects is obviously a function of the separation
R, too. With increasing frequency, the current field occupies a smaller volume;
this increases the influence of that part of the space, which lies between the
potential electrodes, i.e. the seam. This effect depends on the separation R, too.
As a consequence, for a high resistivity seam—and especially for curves with
small R values—the maximum at frequencies beyond the quasi-stationary state
section becomes more definite and the value of Qif)ngQa(0) Ta Y exceed the
highest value of 1.455 obtained for the uniform space. This is the case, for
example, for the curve with the parameters R=25m and h2=5m in Fig. 2. At
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the same time, the left, descending part of the curve is less steep. If the layer
between the potential electrodes has a resistivity lower than that 6f the medium,
then a phenomenon opposite to the previously outlined one will take place.
Approaching the transmitter dipole, the current lines crossing the receiver
dipole have a shorter path in the host rock ; as a consequence of this and because
of the high resistivity seam the effective resistivity of that part of the space which
affects the measured value will increase. This results in the shifting of the
maximum of the frequency sounding curve towards frequences higher than the
frequency determined by the resistivity of the uniform host rock and the
separation R. On the basis of all these, it can also be understood that the
increase of the thickness of a seam with a resistivity higher than that of its

environment exerts a similar effect.

pi=20nm

p2=variable jh2=2m

mlm) ........ 100m p3=20am

Fig. 3. Frequency sounding curves ga(,f) in a seam of resistivity g2, with transmitter-receiver

separations (R) of 25 m. 50 m and 100 m, for the model 0, = 20 ilm, hy= g g2=variable,
h2=2m, 03=20MNT. A=00

3. dbra. A g2ellenallasu telepben 25, 50 és 100 m ad6-vevé tavolsagon (R) kialakuld ga(f)
frekvenciaszondazasi gorbék a =20 M, ht=co; 02=valtoz6. A2=2T1; 03=20MT, A3= 0
modellre
Puc. 3. KpuBble 4acTOTHOro 30HAMpoBaHus ga(f) mpu paccTosHMX MeXay nepefaTynMKom

n npnemHmnkom (K) B 25, 50 n 100 M B mnacte CONPOTUB/IEHNEM 4 OMM MpPU MOAENN
0j =20 ommM, h, = ao; g2=nepemeHHass, h2=2 m; gb= 20 oMM, A3= 00
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Fig. 4. Frequency sounding curves ) in a 200 fim seam with transmitter-receiver separations
(R) of 25 m, 50 m and 100 m, for the model = variable, Aj = 0o, g2=200 fim, h2=2 m,
@=Qi= variable, A3= 0
4. dbra. A 200 fim-es telepben 25, 50 és 100 m ad6-vevd tavolsagon (R) kialakulé gJJ)
frekvenciaszondazasi goérbék a p, = valtoz6. A = oo; p2=200 fim, A2=2 m; 03=0, = valtozd,
A3= 00 modellre
Puc. 4. KpvBble 4aCTOTHOr0 30HAMPOBaHUS g,,{f) Npy paccTosHUX Mexay nepefaTynKoMm

1 npvemHukom (J1) B 25, 50 n 100 m B nnacte conpoTueneHnem 200 oMM Npyu MoAenu
0,= nepeMeHHas. A = 00; 42=200 oMM, h2=2 M; gb=B\ = nepemeHHas, JB= 00

The four-layer model of Fig. 5 corresponds to the case when the basement
is near the seam. It can be seen that the high resistivity bedrock near the seam
significantly modifies both the shape and the values of the ga(J) curve. The figure
is also an example of asymmetric layering. Obviously, the frequency at which
the curve begins to decrease is mainly determined by the 10 Qm overlying layer
and the 2 m thick and 200 fim seam; and the bedrock has hardly any role in
it. The maximum of qa{f) curves appears only if the thickness of the underlying
layer exceeds 8 m.

The curves of the five-layer section shown in Fig. 6 also demonstrate that
layers of higher resistivity near the coal seam reduce the maximum of the
frequency sounding curve and the vertical field component, too. Because the
model is symmetrical the frequency belonging to the maximum noticeably
changes. With increasing h2 and hAthe curves approximate more and more the
three-layer model curve, since at sufficiently high values ofh2and h4the current
cannot reach the 200 fim layers over and under the seam. The model presented
indicates the possibility of examining the over- and underlying layers.
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Fig. 5. Frequency sounding curves gJJ) measured in a 200 fim seam with 75 m
transmitter-receiver separation (R) for the model p, = 10 fim, A = co, p2=200 fim, A2=2 m,
p3= 10 fim, h3=variable, p4= 10,000 fim, A= 00

5. abra. A 200 fim-es telepben 75 m adé-vev6 tavolsagon (J1) kialakulé Qx(f)
frekvenciaszondazasi gorbék a gl= 10 fim, A3= 0o; p2= 200 fim, A2 =2 m; p3= 10 fim,
h3=valtozé ; p4= 10000 fim, A+= 0o modellre
Puc. 5. KpuBble 4acTOTHOro 30HAMPoBaHus ga{f) MpW paccTosHUU Mexay nepeaaTynkom

1 npvemHnkom (R) B 75 M B nnacTe conpoTuBieHnem 200 omm npu mogenm p, = 10 oMM,
h1=00; p2=200 omMmm, A2=2 m; p,= 10 oMM, [/B= nepemeHHas; p4= 10 000 oMM, A4 = 00

In all curves of Fit/.v. 2-6 the values calculated by the direct current appar-
ent resistivity formula were plotted on the ordinate. These values significantly
differ from the resistivity of the layer in which the dipoles are located, even at
low frequences; these differences are due to the layering. Identical values can
be obtained only if the space is uniform.

From the value of / naxbelonging to the maximum of the curves, however,
an apparent resistivity (peff) can be derived; this being the resistivity of the
uniform space which would produce the same effect at the given R and / naxas
the layered space. In the uniform space the maximum of Qa{f) appears at the
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Fig. 6. Frequency sounding curves ga(f) measured in a 200 fim seam with transmitter-receiver
separations (R) of 25 m, 50 m and 100 m for the model Q=200 fim, hy —oo, g2=20 firn,
h2=variable, g3= 200 fim, h3=2 m, g4=g2=20 fim, h4=h2=variable, g5= 200 ihn, hb= o0

6. abra. A p3=200 iim-es telepben 25, 50 és 100 m ad6-vevd tavolsagon (R) kialakuléd Qx(f)
frekvenciaszondazasi gorbék a 0; =200 fim, hy =00; 02=20 fim, h2= valtoz6; Qs= 200 fim,
h3=2 m; g4=qg2= 20 fim, h4=h2=valtoz6 ; g5=200 fim, h5= 0o modellre
Puc. 6. KpyBble 4acTOTHOr0 30HAMPOBAHWA 0 jj) MPW PacCTOSHUX MeXAy nepefaTynMKom
n npuemHmkom (R) B 25, 50 n 100 m B nnacTe conpotusneHmem 200 oMM Npu moaenu
gl=200 omm, W= 00; 42=20 oMM, h2= nepemeHHas, A}=200 oMM, JB=2 M ; g4=p2—20 OMM,
JW=Jb= nepemeHHas ; 05= 200 oMM, h5= 00

value AH(G = 1.6, from this the skin depth 6 and from it, knowing / nax peff can

be obtained.
For the five-layer model of Fig. 6 the following values are obtained for
different h2=hA thicknesses:

h(m) 2 4 8 16

OeffCR= 25 m)fim 144 96 64 43
QGif(R=50m)Qm 173 130 77 45
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The decreasing trend of geff can be explained by the increasing influence of the
20 Qm under- and overlying layers. At the same time, the increase of h2and /4
increases the field, because the current density increases at the measuring site.
This phenomenon results in high apparent resistivity values.

The ratio of the apparent resistivities el / @)/(*,,(/-*-0) is a characteristic
parameter of the layers penetrated by the current. The unit value of the ratio
or its value close to unity suggests a uniform space. If this volume is less than
1, then the layer in which the dipoles are located is embedded in a medium of
lower resistivity; on the other hand, a value greater than 1suggests a host rock
of higher resistivity.

4. Calculation of g*{f) transformed apparent resistivity curves

On the original gaJ) curve the above-mentioned effects of layering can be
discovered only if the curves belonging to the layered model are matched with
the curve of the uniform space for comparison. The information on layering can
be enhanced, however, if the frequency dependence also appearing in the
uniform medium (see Fig. 1) is removed from the original pa(/) curve; in other
words, a transformed p*(/) curve is constructed. Using this transformation we
obtain for the uniform medium g*{f) = constant = Ored, that is a straight line
parallel to the abscissa.

The basis of transformation is that for each measured Ez(f)\ value the
quantity IEz(f)\/ Ez(f-*0)j can be calculated, to which a concrete R/6 belongs
based on the relationship shown in Fig. 1. Knowing R and / the skin depth can
be determined and from this we get the transformed apparent resistivity by
means of the formula

g*(f) = 3.94- 10”6

Since for certain models the value of \Ez(f)\maJ\Ez(f-+0)\ may exceed the
highest value 1.455 possible in the uniform medium, when calculating g*(f) the
procedure chosen was to normalize to Ez(f)mex instead of jEz(f->0)|, and the
transformation is applied mainly to the descending — high frequency — part
of the curves. Thus, with increasing frequency, data which are more and more
characteristic of the formations between the electrodes are obtained, this being
important in investigating the lateral changes within these formations.

Fig. 7 presents an enlightening example of the above transformation. For
the three-layer model approximating the coal formations the original g&(f)
curves and the transformed g*(f) curves of the descending part of the g&(f)
curves can be seen. On the latter ones the increasing influence of the 2 m thick
seam can clearly be seen; it increases g*(f) with increasing frequency. As a
matter of fact, at sufficiently high frequencies the electromagnetic channel waves
must develop.
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The o+ () values are quantities which can be derived from the shape of the
original frequency sounding curve, from the ratio of the qa(f) values belonging
to different frequencies. For the determination of these values only the relative
values are required and, thus, they are independent of the dimensions of the
dipoles, too.

Judging from our examinations, the position of @(/n&) along the fre-
quency axis allows determining a resistivity value correctly reflecting the sum-
marized effect of the host rock, especially for larger R separations (/?>75 m).
Because for the direct current geometric sounding the limit

. @(seam)
I R
Im ga(R) g host rock

exists, and the less the resistivity contrast is the smaller the R separation will
be at which the limit is reached, the formula

32(seam)
ft?(/mex)

can be written. From this a good estimate of the seam resistivity can be
obtained. For example, from the curves shown in Fig. 7 the values of 191 Qm
(R=125m), 210 Qm (R= 50 m) and 207 Qm (R= 100 m) are obtained for the
i*san) >n the way described above.

Qaif*0)

5. Field of a finite vertical electric dipole

So far the characteristics of the electromagnetic field generated by a vertical
elementary electric dipole of unit moment were dealt with.

Because the elementary dipole cannot be realized, it is necessary to examine
what kinds of deviations from the theoretical case are caused by the finite
transmitter and receiver dipoles. Further on, we will discuss exclusively the
model of a relatively thin coal seam embedded in a host rock of lower resistivity;
and the groundings of the dipoles may be located in the over- and underlying
layers. We examined for the model shown in Fig. 7 how the field component
\EAis affected if the transmitter dipole is of finite length, but the current remains
1A, and how the measured potential difference is affected by the finite receiver
dipole.

P The effect of the finite transmitter dipole can be taken into account by
superposing the effect of several elementary dipoles. In the limiting case the
more and more finer divisions lead to integration along the dipole. In order to
decide what kind of division—or maybe integration—should be used, we exam-
ined for the given model how the value of Ez changes with the position of the
transmitter within the layer, for different z values, at dipole dimensions, layer
thicknesses, R separations and frequences which can be expected in practice. Ez
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was found to be practically constant within each layer whereas it changes at the
layer boundaries in the same ratio as the resistivities. An example of this for two
transmitter positions is shown by Fig. 8 which gives the numerical values of ga
This means that the elementary transmitter can be located anywhere within the
layer, or the elementary transmitters can be replaced by a finite transmitter with
a length of the layer thickness.

Fig. 7. Original gff) and transformed g*(f) frequency sounding curves measured ina 200 MMt
seam with transmitter-receiver separations (R) of 125 m, 50 m and 100 m for the model
0,=20MT. A=00,72=200MT, A2=2m, g3=20 N7, A3=00. The ordinates of the curves of
the 20 M 1 uniform space must be multiplied by 0.01
1—transformed g*(J~) curves; 2—original gff) curves

7. abra. A 200 N T-es telepben 12,5; 50 és 100 m add-vevd tavolsagon (R) kialakuld eredeti
ga(f) és transzformalt g*(f) frekvenciaszondazasi goérbék a 0, =20 M1, Aj=00; g2=200 N,
A =2m; g3=20 MNT1, A3= 00 modellre. A 20 N T-es homogén tér gorbéinek ordinatajat 0,01-el
szorozni Kell.
1 — transzformalt latszdlagos fajlagos ellenallas, g*(f), gorbék ; 2 - eredeti ga(f) gorbék

Puc. 7. KpuBble 4acTOTHOro 30HAMpOBaHUA, nepeuyHble ga(f) n npeobpasoBaHHble g* (), npu
paccTosHUX Mexay nepegaTymkom n npuemHmkom (K) B 12,5, 50 n 100 m B nnacte
conpotueneHvem 200 oMM npu mogenu 0,=20 oMmm, A = 00; 42—200 oMM, A2 =2 M;

g, =200mMM, A3= 00. OpAMHaTbl KPUBLIX OAHOPOAHOrO Nons 20 OMM HY)>KHO MEPeMHOXUTb Ha
0,01
1 —KpuBble NMPeobpa3oBaHHbIX KaXKYLMXCSH yaenbHbIX conpotuenenuii g* (f)l 2 — Kpusble
KaXXYLLMXCA YAeNbHbIX CONPOTMBAEHNA gff)
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Fig. 8. Vertical electric field strengths, \EZ\, generated by an elementary dipole of unit moment
located in the middle of the 200 fim seam (M) and at the upper boundary of the seam (72),
respectively, with the transmitter-receiver separation of R=50 m at different z values for the

model shown in Fig. 7. Numbers placed next to the dots denote p,,(/) apparent resistivity (those

underlined belong to the underlined transmitter position)

8. abra. A 7. dbra modelljében R =50 m add-vevd tavolsagon kiilonbozé z értékeknél kialakuld
\EZ vertikalis elektromos térer6sség értékek a 200 fim-es telep kdzepén (71) és a telep fels6
hataran (72) elhelyezett egységnyi momentumu elemi dip6l hatasara. A pontok melletti szamok
Q(f) latszolagos fajlagos ellenallast jelentenek (az alahUzott szamok a 72 ad6éhoz tartoznak)

Puc. 8. 3HaueHWs1 3NEKTPUUECKUX HaMpshKEHHOCTel £.|, BO3HWKAIOLWMX NPU PasMyHbIX
3HAUEHMSAX Z B MOZENN PUC. 7 MPU PacCTOSIHUKM MeXay nepesaTyMkoM U NPUEMHMKOM /?=50 M
noJ BAUSHWEM OAMHOYHOTO AMMONA C eAWHWYHBIM MOMEHTOM, MOMELLEHHOrO B LeHTP nnacTa

conpoTtmeneHmem 200 omm (71) n Ha BepxHtOK rpaHuuy nnacta (72). Ludpamun psagom
C ToYKamu 0603HaYar0TCAa Kaxylmecs yaenbHble conpoTusneHns Q((f) (nogyepkHyTbl UMb,

COOTBETCTBYIOLLME MepesaTunky 72)

Fig. 9 relates to the transmitter being located in the lower resistivity layer.
Comparing the numerical data of Figs. 8 and 9 we see that if the elementary
transmitter gets into the lower resistivity layer, then the field values decrease
approximately in the ratio g2!Qi at the given point; and their values do not
significantly depend on the position of the transmitter within this layer. Thus,
in this case, too, the elementary transmitters can be replaced by a transmitter
of finite length located within the layer.

Another important conclusion can be drawn from the former. For the
model in question the field around the receiver dipole can be considered uniform
from the point of current density, and it is symmetrical to the axis of the seam,
for the given values of R and z. Thus, it can be understood that at the layer
boundaries, along the receiver line, the value of |Ez\abruptly changes according
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Fig. 9. Vertical electric field strengths |[EJ> generated by an elementary dipole of unit moment
located in the 20 fim overlying layer at the boundary of the seam (73) and 0.5 m above it (72),
respectively, with the transmitter-receiver separation of R - 50 m at different 2 values for the
model shown in Fig. 7. For legend see Fig. 8.

9. abra. A 7. abra modelljében R =50 m add-vev6 tavolsagon kilonb6zd 2 értékeknél kialakuld

IEz\ vertikalis elektromos térerésség értékek a 20 ihn-es fedliben a telep hataran (77) és folotte

0,5 m-rel (72) elhelyezett egységnyi momentumu elemi dip6i hatasara. Jeldlés, mint a 8. abran,
az aldhuzott szamok a 7J adéhoz tartoznak.

Puc. 9. 3HayeHNs 3NeKTPUUYECKUX HaNPSXEHHOCTeR |17r|, BO3HWUKAOWMX NPYU PasnnyHbIX
3HAYEHUAX 2 B MOZENN pUC 7 MpU PacCTOSHWUM Mexay nepeaTymkoM WU NpueMHUKOM /?=50 M
noj BAWSHWEM OLMHOYHOrO AUMONS C eAUHUYHBIM MOMEHTOM, MOMELLEHHOIO B KPOB/O
conpoTueneHneMm 20 OMM Ha rpaHuly ¢ naactom (72). O603HavyeHUs - Kak Ha puc. 8,
NoAYEPKHYTbI LUMdpbI, COOTBETCTBYIOWME NepegaTunkm 71

to the ratio of resistivities. After all, the field of the finite dipole can be deter-
mined from a single quantity related to the central layer, taking into account
the uniformity according to the current density, and knowing in which layer the
transmitter part of finite length is located.

Field strengths Ezl|, \Ezi\and Ez31within the respective layer are ob-
tained by summing up the £zj-s generated by the individual transmitter parts
(Fig. 10). The field strengths belonging to a unit length of transmitter and
generated by the individual transmitter parts in their own layer can be expressed
with the field strength belonging to a unit length of transmitter and generated

E
dl
E.g. the field strength generated in the upper layer by a transmitter of unit length
located in the upper layer is obtained by determining the field strength generated
in the central layer by the upper transmitter first, which is (ei/e2)ez, then—using
the uniformity of the current—from this the field strength in the upper layer,

AV
by the transmitter in the central layer, ez = m where dl is the dipole length.
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i.e. (Qi/Q22ez-Then, using the notations of Fig. 10, and taking into account the
finite length of the transmitters and the uniformity of the current, the following
relationships are obtained :

\ez2\  ezT2+ T+ T2+ 2T X+
Q
\Ez\\:eZ'_r 2+ £ln+
Qi (h
01
\Ez3\ = ezA T 2+ To+ —7\+
Q Q

Let us denote the expression in brackets as Arand call it “reduced trans-
mitter length”. The field is perceived by the dipole of finite length spreading
beyond the central layer. Knowing the field strengths in the individual layers,
the potential difference measured by the receiver is

AU= \Ez2\M2+\Ez[\M1+\Ez3\M3

where M1, M2 and M4 are parts of the MN separation within the respective
layers.

T 1 Ez/

T & eZ2 M2

T, Si L‘I 1

h

Fig. 10. The symmetric transmitter and receiver dipoles of finite size extending over the under-
and overlying layers (T,, T2, T2and Mj, M2, M3indicate the parts of the dipoles in the
respective layers)

10. abra. A fedlbe és fekiibe atnyalé szimmetrikus elhelyezkedés(i véges méretii ado- és
vev6-dipél (I, T2, T3, illetve M2, M2. M 3jeldli az egyes rétegekbe es6é dipdlszakaszokat)

Puc. 10. Aunonu nepefaTumka U NPMEMHUKA KOHEYHUX Pa3MepOoB, PacrofiOXXEHHbIE
CMMMETPUYHO U MPOHMKALOLLMe B KPOB/O U NouBy (OTPe3ku Aunoneit B OpAenbHO Crosx
0603HaueHbl yepes IM,, T2, T3, a Takke Mun M2u M3)
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After substitution and re-arrangement
AU = eZAr(M2+ -M ,+ ~ M 3J): eZAMr
\ 02 02

where the expression in brackets is marked with Mr\ this can be called “reduced
receiver length”.

The accuracy of the calculation based on the single quantity related to the
central layer can be checked by using for comparison a more accurate value
calculated by a program involving the layer relations as well, i.e. starting from
the two different ways of AU calculations. Calculated from one single trans-
mitter AU= ezArMr. With the program involving the layer relations

AUp = (ezr2 "fedi"U\ ezbiUfy~2 U(ez21T2+ezll TI+ez3l TYM{+
U(ez23~2 ezi3 +ez33T3M3.

Here, in each case e indicates the field strengths generated by the transmitters
of unit length, namely, ez indicates the field strength generated in the central
layer by the transmitter in the central layer (this is also used when calculating

from the single quantity)
ezl2 indicates the field strength generated in the central layer by the transmitter

in the upper layer,
ez3l indicates the field strength generated in the lower layer by the transmitter

in the upper layer,
e,2l indicates the field strength generated in the upper layer by the transmitter

in the central layer,
c.n indicates the field strength generated in the upper layer by the transmitter

in the upper layer.

For the model of Fig. 7 and for a separation of /?=50m, if both the
transmitter and receiver dipoles are 2.5 m long, i.e. both dipoles have two,
0.25 m long parts in the host rock, the percentage errors calculated using the

formula

ot AUP- AU 100
° AUp

are as follows

I(Hz) 20 70 230 780 2600 3800 30000 100000
AU(mV) 4245 4274 4396 4871 5875 6468 4488 1366
AUp(i\) 4244 4273 4395 4870 5876 6468 4487 1363
h% -0.024 -0.023 -0.023 -0.021 +0.017 0 -0.022 -0.22
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It can be seen that calculation from the single quantity causes only negli-
gible error, thus, the uniformity according to current density is relevant for the
dimensions and frequencies discussed.

*

Based on the peculiarities of the frequency sounding curves obtained for
the geological models examined in this paper, the equatorial electric frequency
sounding curves of the buried vertical current dipole can be utilized for
— examining the over- and underlying layers,

— examing the lateral inhomogeneities within the coal seam from a single
gallery, with measurements between two galleries or with cross-hole

measurements,
— monitoring the changes of resistivity with time.

Concerning the last application it is advantageous that the examined rock
volume can be controlled by changing the frequency, i.e. fixed electrodes can
be used. As far as the first two tasks are concerned, it is advisable to use the
Qaif) transformed curve or, rather, the difference between the transformed
curve calculated for a basic model and the measured transformed curve.
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BANYABEL| FREKVENCIASZONDAZAS FOLDELT ARAMDIPOLUSSAL
TAKACS Erné

A széntelepben levé ekvatorialis felallasi valtoarama elemi dip6lus vertikalis elektromos
térersségének értéke és frekvenciafliggése a telepben a rétegzett tér rétegei fajlagos ellenallasanak
és vastagsaganak fliggvénye. A tanulmany ezen paraméterek hatasaval foglalkozik olyan modellek-
re, amelyek a valdsagban el6forduld laterdlis inhomogenitasokat, fekii és fedii viszonyokat tiikro-
zik. A homogén térben kialakul6 frekvencia-fiiggés felhasznalasaval a térerésség frekvencia szerinti
valtozasabol latszolagos fajlagos ellenallasok vezethet6k le Ezek frekvenciaszondazasi
gorbéje a rétegz6dés hatasat szemléletesebben mutatja, mint maganak a térer6sségnek a frekvencia-
fliggése. A geometriai tényez6vel szamitott latszélagos fajlagos ellenallas, £,,(/) és Q*(f) egyuttes
felhasznalasaval megkaphato a telep fajlagos ellenalldsa és vizsgalhat6 a mérésre hatassal levo
térrész valtozasa a frekvenciaval. A frekvencia novekedésével a telep hatdsa — kiléndsen a kisebb
ado-vev6 tavolsagoknal — fokozddik, ami a telep kutatdsa szempontjabdl elényds. Az elemi
dip6lus telepben kialakuld térerésségébdl a méretek és fajlagos ellenallas viszonyok figyelembevéte-
lével levezethetd a kisér6 rétegekbe atnyald, véges méretii ado és vevé hasznalataval mért fesziltség.
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MNOA3SEMHOE YACTOTHOE 30HAUPOBAHWE MPY 3A3EMJ/IEHHOM MUTAIOLLLEM
ANNONE

SpHE TAKAY

3HaueHne BeTPUKaNbHOW 3M1eKTPUUECKO HanpsXKeHHOCTW OAMHOYHOrO 3KBATOPUANbHOMO
OMNONs MepeMeHHOro TOKa, MOMELLEHHOr0 B YrOfbHbIA MAacT, U ee 4acTOTHas 3aBUCUMOCTb
B MnacTe ABAAOTCA (YYHKUMEA OT yAeNbHbIX CONOPTUBAEHUI A U MOLLHOCTEN CNOEB Pacc/NOeHHOro
npocTpaHcTBa. B HacToslelt pa6oTe paccMaTpvBaeTCsl BAMSIHUE 3TUX MapaMeTpoB Ha MOZENu,
0TpaxarLle HeOLHOPOAHOCTY MO NlaTepanu, a TakKe XapakTep KPOBAW 1 MOYBbLI, Ha6NOfaeMble
B feiiCTBUTENbHOCTW. [pU MCMNOMb30BaHUM YACTOTHOM 3aBUCMMOCTU, BO3HUKaKOLEl B OLHOPOA-
HOM NPOCTPaHCTBE, N0 M3MEHEHUAM HamNpPsSXKEHHOCTU B 3aBUCMMOCTH OT 4acTOTbl MOXHO BbIBECTU
KaxyLumecs yaenbHble conpoTusnenus (p*(/)). KpmebiMM YaCTOTHbIX 30HAMPOBaHWIA NO HUM 3Ha-
UMTENbHO HarnsgHee UANKOCTPUPYETCA BAUAHUE COUCTOCTU, HEXENN YaCTOTHON 3aBUCUMOCTbLIO
camoii HanpsiXKeHHOCTU. Mpy COBMECTHOM MCMOMb30BaHUN KaXKYLLMXCS Ye/bHbIX COMPOTUBEHWIA
Qa(f) paccumTaHHbIX C y4eTOM reoMeTpUyecKoro akrtopa, u MOXHO OnpefenuTb yaenbHoe
COMNPOTMBAEHME NIacTa U U3Y4UTb 3aBUCUMOCTb YacTU MPOCTPAHCTBA, OKa3blBalOLel BANUSHME Ha
pe3ynbTaTbl M3MepeHui, OT YacToTbl. C yBenMYeHMEM 4acTOTbl 3DGeKT OT nniacTa BO3pacTaeT,
0COGEHHO MPU MEHbLUMX PACCTOSHUAX MEeXAY NepefaTyMkoM W NPUEMHUKOM, YTO ABAseTcs 6na-
ronpuATHLIM 06CTOATENLCTBOM /18 pa3Befku nnacta. 10 HanmpsbkeHHOCTW MoAs B nnacte OT
OJMHOYHOr0 AWMNONS C Y4eTOM pPa3MepoB U YAeNbHbIX CONPOTUBAEHUI A MOXHO ONpeaennTb Hanps-
XKeHUe, n3MepsieMoe Npy UCMob30BaHNM MepeaaTynka N NPUEMHUKA KOHEYHbIX pa3MepoB, NpoTs-
rMBalOLLMXCA W B COCEAHME CMOM.
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