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Abstract: This paper aims to propose a fuzzy brain emotional learning classifier and applies 

it to medical diagnosis. To improve the generalization and learning ability, this classifier is 

combined with a fuzzy inference system and a brain emotional learning model. Meanwhile, 

different from a brain emotional learning controller, a novel definition of the reward signal 

is developed, which is more suitable for classification. In addition, a stable convergence is 

guaranteed by utilizing the Lyapunov stability theorem. Finally, the proposed method is 

applied for the leukemia classification and the diagnosis of heart disease. A comparison 

between the proposed method with other algorithms shows that this proposed classifier can 

be viewed as an efficient way to implement medical decision and diagnosis. 
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1 Introduction 

Computational intelligent models have been widely used over the past decade, 

some popular approaches are fuzzy inference systems and fuzzy control systems 

[]1-7],  evolutionary computing techniques [8, 9] and cerebellar model 

articulation controllers (CMACs) [10-15]. Although, emotion was traditionally 

considered playing an insignificant role in intelligence for a long time, there has 

been a discovery of important value of emotion in human mind and behavior 

announced by J. E. LeDoux in 1990s [16, 17]. On the basis of this theory, a brain 

emotional learning (BEL) model based on neurophysiology was created by J. 

Moren and C. Balkenius in the early 21st century [18-20]. They have implemented 

a computational model of the amygdala and the orbitofrontal cortex, and tested 

that in simulation. Thus, there has been an increasing interest in constructing the 

model of emotional learning process in recent years. One of the successful 

implementations of this model, the Brain Emotional Learning Based Intelligent 

Controller (BELBIC), was introduced by C. Lucas et al. [21, 22], which became 

an effective method for control systems. This model is composed of two parts, 

mimics to the Amygdala and the Orbitofrontal cortex, respectively. The sensory 
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signals and an emotional cue signal are combined to generate the proper action 

regarding the emotional situation of the system. As an adaptive controller with fast 

self-learning, simple implementation and good robustness, the BELBIC has been 

developed to numerous applications, such as power systems [23-25], nonlinear 

systems [26, 27], and motor drives [28, 29]. 

In addition to engineering techniques, intelligent algorithms applied to medical 

diagnoses are also experiencing continuous attention in recent years. Early 

prediction with computer-aided diagnosis (CAD) acts a significant role in the 

clinical medicine, which can greatly increase the cure rate. Several approaches 

have been utilized for disease prediction or classification. For example, the 

logistic regression could be applied to medical diagnosis [30]. Moreover, a 

support vector machine [31, 32] and some other neural networks [33, 34] are also 

designed in this field. Most of the medical diagnosis problems are nonlinear and 

complex, which may be difficult to obtain definitely results even for a medical 

expert. Thus, it has motivated the design of more accurate and robust medical 

diagnosis CAD algorithms. 

In this paper, we propose a classifier by incorporating fuzzy inference system with 

a BEL model, called FBELC model, which could not only offer a unique and 

flexible framework for knowledge representation, but also processes the quick 

learning ability of a BEL. Moreover, the online parameter adaptation laws are 

derived and the stable convergence is analysis for the proposed FBELC classifier. 

And the suggested model is designed for classifying different diseases and 

distinguishing presence or absence of heart disease using the posed conditions. 

The specific contribution of this work involves the learning model with the 

definition of the emotional signal in the learning rules for classification problems. 

The desired goal could be obtained by appropriately choosing the system’s 

emotional condition, which means, with the suitable definition of the reinforcing 

signal, the generalization quality and accuracy of prediction could be improved. 

The simulation results and analyses are performed to illustrate the effectiveness of 

the proposed model. 

The remainder of the article is organized as follows: following this introductory 

section, Section 2 introduces the fuzzy brain emotional learning classifier, 

including the structure of the network, the learning algorithm and the convergence 

Analyses. The classifying process of diagnosis of diseases are described and the 

simulation analysis are shown in Section 3. Conclusion is given at last. 

2 Fuzzy Brain Emotional Learning Classifier Design 

This section reviews the structure of a fuzzy brain emotional learning classifier 

and the corresponding learning algorithm. As a whole, the general BEL model 

could be divided into two parts, the amygdala and the orbitofrontal cortex.    
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The former part receives inputs from the thalamus and from cortical areas, while 

the latter part receives inputs from the cortical areas and the amygdala. The output 

of the whole model is the output from the amygdala subtracting the inhibitory 

output from the orbitofrontal cortex. Usually, for control systems, the sensory 

input must be a function of plant output and controller output. Moreover, another 

reinforcing signal should be considered as a function of other signals, which is 

supposed as a cost function validation i.e. award and punishment are applied 

based on pervious defined cost function [35]. However, as a classifier, the sensory 

input and the reinforcing signal need to be reconsidered due to the characteristics 

of the input features and the cost function of the model. Detailed descriptions are 

presented in the following. 

2.1 Structure of a FBELC 

Fig. 1 shows a FBELC model with six spaces: the sensory input, sensory cortex, 

thalamus, orbitofrontal cortex, amygdala, and the output space. The fuzzy 

inference rules are defined as 

𝐼𝑓 𝐼1 is 𝑆1𝑗  and 𝐼2 is 𝑆2𝑗 , ⋯ , and 𝐼𝑛𝑖
 is 𝑆𝑛𝑖𝑗, Then A = 𝑉𝑖𝑗        (1)                             

                     𝐼𝑓 𝐼1 is 𝑆1𝑗 and 𝐼2 is 𝑆2𝑗 , ⋯ , and 𝐼𝑛𝑖
 is 𝑆𝑛𝑖𝑗, Then O = 𝑊𝑖𝑗        (2) 

                      for 𝑗 = 1,  2, ⋯ , 𝑛𝑗  

where 𝑛𝑖 is the number of input dimension, 𝑆𝑖𝑗  is the fuzzy set for the i-th input 

and j-th layer, and 𝐴  is the output of amygdala and 𝑂  is the output of 

orbitofrontal cortex; 𝑉𝑖𝑗 is the output weight of the amygdala and 𝑊𝑖𝑗 is the 

output weight of orbitofrontal cortex. 

 

Figure 1 

Architecture of a FBELC 

The main functions of these six spaces are as follows: 

a) Input space: For the input space 𝐼 = [𝐼1, ⋯ , 𝐼𝑖 , ⋯ , 𝐼𝑛𝑖
 ]𝑇 ∈ 𝑅𝑛𝑖 , each input 

state variable, 𝐼𝑖  can be quantized into discrete regions (called elements or 
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neurons). 𝑛𝑖  is the number of input state variables. According to a given 

classification problem, it can also be considered as the feature dimension. 

b) Sensory cortex: In this space, the sensory input should be defined and 

transmitted then to the orbitofrontal cortex and amygdala space. Different from 

the definition of the sensory input of a normal BEL model, this fuzzy brain 

emotional learning classifier only confirms a few activated neurons entering into 

the subsequent space. This is due to the consideration of improving the 

generalization ability and operating speed. Each block performs a fuzzy set 

excitation of the sensory input. Gaussian function is adopted here as the 

membership function, which can be represented as 

𝑆𝑖𝑗 = 𝑒𝑥𝑝 [
−(𝐼𝑖 − 𝑚𝑖𝑗)2

𝜎𝑖𝑗
2 ] , 

for       𝑖 = 1,2, ⋯ , 𝑛𝑖 , 𝑗 = 1,2, ⋯ , 𝑛𝑗  (3) 

where 𝑆𝑖𝑗  represents the j-th block and the i-th sensory with the mean 𝑚𝑖𝑗 and 

variance 𝜎𝑖𝑗. 

c) Amygdala space: Each sensory fired value 𝑆𝑖𝑗  𝑖𝑠 multiplied by a weight 𝑉𝑖𝑗, 

then the Amygdala space output will be 

𝐴 = ∑ ∑ 𝑆𝑖𝑗
𝑁
𝑗=1 𝑉𝑖𝑗

𝑀
𝑖=1  (4) 

d) Orbitofrontal cortex: Similarly, the orbitofrontal cortex will be 

𝑂 = ∑ ∑ 𝑆𝑖𝑗
𝑁
𝑗=1 𝑊𝑖𝑗

𝑀
𝑖=1  (5) 

Equations (4) and (5) correspond to the weighted sum outputs of the fuzzy rules in 

(1) and (2), respectively. 

Both the weights 𝑉𝑖𝑗  and 𝑊𝑖𝑗 could be adjusted by certain learning rules. This 

will be addressed in Section 2.2. 

e) Output space: A single-output fuzzy brain emotional learning classifier is 

designed as 

𝑦0 = 1/[1 + 𝑒𝑥𝑝(−𝑢)] (6) 

where 𝑢 sums all the output from amygdala (including 𝐴𝑡ℎ𝑉𝑡ℎ term), and then 

subtracts the inhibitory outputs from the orbitofrontal cortex, as 

𝑢 = 𝐴 − 𝑂 (7) 

2.2 The Learning Algorithm for FBELC 

The learning rule of amygdala is given as follows [35]: 

𝛥𝑉𝑖𝑗 = 𝜆𝑉(𝑆𝑖𝑗𝑚𝑎𝑥(0, 𝑅𝐸𝑊 − 𝐴)) (8) 
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where 𝜆𝑉 is the learning rate in amygdala. It needs to be emphasized that, the 

reward signal 𝑅𝐸𝑊, as the emotional signal, is flexible and should be determined 

by the system according to the biological knowledge. Many terms contribute to 

the definition of the reward signal for control system. Exploring the prior 

researches, there are different formulas used for developing the reward signals. If 

the network is applied to control system, the reward signal is always connected 

with control error, frequency deviation [36], or some other control signals, such as 

sliding-mode control signal [37]. Likewise, for the classification problem, it is 

important to define this reward signal properly. And, the formula should be 

determined based on the knowledge of the problem. Meanwhile, the definition of 

the emotional signal and tunning of the gains are not complicated. In this work, 

the reward signal 𝑅𝐸𝑊 can be arbitrary function of error signal and output of the 

model, which is selected as: 

𝑅𝐸𝑊 = 𝑘1𝑒 + 𝑘2𝑢 (9) 

where 𝑒 is the error of the model. 𝑘1 and 𝑘2 are both weighting factors, which 

are tuned for the expectation of error reduction and output separately. Usually, the 

value of 𝑘1 is biggier than that of 𝑘2 since the error of the model is always 

increasingly smaller in the process of learning. 

𝛥𝑊𝑖𝑗 = 𝜆𝑊(𝑆𝑖𝑗(𝐴 − 𝐴𝑡ℎ𝑉𝑡ℎ − 𝑂 − 𝑅𝐸𝑊)) (10) 

From (8), obviously, ∆𝑉𝑖𝑗 has the same plus or minus with 𝑆𝑖𝑗 , which means, in 

the amygdala space, once an appropriate emotional reaction is learned, it should 

be permanent. However, in the orbitofrontal cortex, in order to inhibit or correct 

signals in the amygdala space and speed up the learning process toward to the 

expected value, ∆𝑊𝑖𝑗 can be increased or decreased, shown from (10). 

Define the output error as 

 𝑒 = 𝑇0 − 𝑦0 (11) 

where 𝑇0 is the known target of samples and 𝑦0 is the actual output. 

In most situations of a BEL controller, the sensory input is computed in the 

sensory cortex and is directly sent to the orbitofrontal cortex and the amygdala 

space. There is not any learning process in the sensory cortex. In this architecture, 

from (2), updating of the mean and variance of the Gaussian function should be 

considered, which means the sensory cortex has the learning rules. Here, the 

gradient descent is applied to adjust the parameters and the adaptive law of mean 

and variance of Gaussian function are represented as 

𝛥𝑚𝑖𝑗 = −𝜆𝑚

𝜕𝐸0

𝜕𝑚𝑖𝑗

= −𝜆𝑚

𝜕𝐸0

𝜕𝑒

𝜕𝑒

𝜕𝑦𝑜

𝜕𝑦𝑜

𝜕𝑢

𝜕𝑢

𝜕𝑆𝑖𝑗

𝜕𝑆𝑖𝑗

𝜕𝑚𝑖𝑗
 

         = 𝜆𝑚𝑒 ⋅ 𝑦𝑜(1 − 𝑦𝑜) ⋅ (𝑣𝑖𝑗 − 𝑤𝑖𝑗) ⋅ 𝑆𝑖𝑗 ⋅
2(𝐼𝑖−𝑚𝑖𝑗)

𝜎𝑖𝑗
2 ≡ 𝜆𝑚𝑒𝑦𝑚 (12) 
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𝛥𝜎𝑖𝑗 = −𝜆𝜎

𝜕𝐸0

𝜕𝜎𝑖𝑗

= −𝜆𝜎

𝜕𝐸0

𝜕𝑒

𝜕𝑒

𝜕𝑦𝑜

𝜕𝑦𝑜

𝜕𝑢

𝜕𝑢

𝜕𝑆𝑖𝑗

𝜕𝑆𝑖𝑗

𝜕𝜎𝑖𝑗
 

         = 𝜆𝜎𝑒 ⋅ 𝑦𝑜(1 − 𝑦𝑜) ⋅ (𝑣𝑖𝑗 − 𝑤𝑖𝑗) ⋅⋅ 𝑆𝑖𝑗 ⋅
2(𝐼𝑖−𝑚𝑖𝑗)2

𝜎𝑖𝑗
3 ≡ 𝜆𝜎𝑒𝑦𝜎 (13) 

where 𝐸𝑜 =
1

2
𝑒2 , 𝑦𝑚 = 𝑦𝑜(1 − 𝑦𝑜) ⋅ (𝑣𝑖𝑗 − 𝑤𝑖𝑗) ⋅⋅ 𝑆𝑖𝑗 ⋅

2(𝐼𝑖−𝑚𝑖𝑗)

𝜎𝑖𝑗
2  and 𝑦𝜎 =

𝑦𝑜(1 − 𝑦𝑜) ⋅ (𝑣𝑖𝑗 − 𝑤𝑖𝑗) ⋅⋅ 𝑆𝑖𝑗 ⋅
2(𝐼𝑖−𝑚𝑖𝑗)2

𝜎𝑖𝑗
3 . 

The learning objective could be divided into two parts. First, the parameters of the 

fuzzy part, mij and σij, are adjusted by the gradient descent algorithm, shown in 

equations (12) and (13), respectively, which could minimize the training error, 

theoretically. And the other weights 𝛥𝑉𝑖𝑗 and 𝛥𝑊𝑖𝑗 are updated by equations (8) 

and (10), respectively, which are adjusted according to the structure of the brain 

emotional learning model. These special weights adaptation laws are the major 

feature that the brain emotional learning model distinguishes from the other 

intelligent algorithms. 

A summary of this proposed FBELC model is given as below: first, original input 

signals are received from the features of samples. After introducing sensory input 

and reward signal by (2) and (9) respectively, the sensory input 𝑆𝑖𝑗  is used to 

form the thalamus input. From (3), a maximum term of the sensory input is 

selected as 𝐴𝑡ℎ. Then, signals are entered to the orbitofrontal cortex and the 

amygdala space by (4) and (5), respectively. By this process, the 𝑆𝑖𝑗  signal is 

used for both the orbitofrontal cortex and the amygdala space; however, 𝐴𝑡ℎ 

signal is only used for amygdala space. Before giving the total output, a 

comparison between the orbitofrontal cortex and the amygdala space is generated 

from (7). Moreover, in order to obtain a probability value between 0 to 1 for the 

binary classification problem, the sigmoid function is selected, as shown from (6). 

At last, learning processes exist in both the orbitofrontal cortex and the amygdala 

space by (8) and (10). They are related to the sensory inputs, reward signal, and 

the outputs. Besides, learning process is also done in the sensory cortex, and the 

adaptive law of mean and variance of Gaussian function are generated by (12) and 

(13). 

2.3 Convergence Analyses 

In the previous discussion, the learning laws in (12) and (13) call for a proper 

choice of the learning rates. Large values of learning rates could speed up the 

convergence; however, it may lead to more unstable. Therefore, we introduce the 

convergence theorem for selecting proper learning rates for FBELC to guarantee 

the stable convergence of the system. 
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Theorem 1: Let 𝜆𝑚 and 𝜆𝜎 be the learning rates for the parameter of FBELC 

𝑚𝑖𝑗 and 𝜎𝑖𝑗, respectively. Then, the stable convergence is guaranteed if 𝜆𝑚 and 

𝜆𝜎 are chosen as 

0 < 𝜆𝑚 <
2

𝑦𝑚
2  (14) 

and 

0 < 𝜆𝜎 <
2

𝑦𝜎
2 (15) 

Proof: A Lyapunov function is selected as 

𝐿(𝑘) =
1

2
𝑒2(𝑘) (16) 

The change of the Lyapunov function is 

𝛥𝐿(𝑘) = 𝐿(𝑘 + 1) − 𝐿(𝑘) =
1

2
[𝑒2(𝑘 + 1) − 𝑒2(𝑘)] (17) 

The predicted error can be represented by 

𝑒(𝑘 + 1) = 𝑒(𝑘) + 𝛥𝑒(𝑘) ≅ 𝑒(𝑘) + [
𝜕𝑒(𝑘)

𝜕𝑚𝑖𝑗
]𝛥𝑚𝑖𝑗  (18) 

where ∆𝑚𝑖𝑗 denotes the change of 𝑚𝑖𝑗. 

Using (12), it is obtained that 

𝜕𝑒(𝑘)

𝜕𝑚𝑖𝑗
= −𝑦𝑜(1 − 𝑦𝑜) ⋅ (𝐴 − 𝑂) ⋅ 𝑆𝑖𝑗 ⋅

2(𝐼𝑖−𝑚𝑖𝑗)

𝜎𝑖𝑗
2  (19) 

Substituting (12) and (19) into (18), yields 

𝑒(𝑘 + 1) = 𝑒(𝑘) − 𝜆𝑚𝑒(𝑘)[𝑦𝑜(1 − 𝑦𝑜) ⋅ (𝐴 − 𝑂) ⋅ 𝑆𝑖𝑗 ⋅
2(𝐼𝑖−𝑚𝑖𝑗)

𝜎𝑖𝑗
2 ]2 = 𝑒(𝑘) −

𝜆𝑚𝑒(𝑘)𝑦𝑚
2  (20) 

Thus, 

𝛥𝐿(𝑘) =
1

2
[𝑒2(𝑘 + 1) − 𝑒2(𝑘)] =

1

2
𝑒2(𝑘)[(1 − 𝜆𝑚𝑦𝑚

2 )2 − 1] (21) 

If 𝜆𝑚 is chosen as (14), 𝛥𝐿(𝑘) in (21) is less than 0. Therefore, the Lyapunov 

stability of 𝐿(𝑘) > 0 and 𝛥𝐿(𝑘) < 0 is guaranteed. The proof for 𝜆𝜎 can be 

derived in similar method, which should be chosen as (15). This completes the 

proof. 

3 Simulation Results 

The proposed FBELC model is evaluated for two illustrative examples, including 

classification of cancer using gene microarray data and prediction of heart disease. 
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These two research data sets used for the medical classification in this analysis 

respectively are called the Leukemia ALL/AML dataset and Statlog Heart Dataset. 

The design method of the classification system consists of the following steps: 

- Step 1. Obtain the information of the dataset, including the the attributes of 

samples and their labels. Partial attributes or entire attributes are selected as 

the features of samples, which are also the inputs of the model. 

- Step 2. Divide the data into training set and testing set. A training set could 

be selected from the dataset in a certain proportion, and the rest as the test set. 

Sometimes, k-fold cross-validation or other cross validation methods are also 

used for the partition. 

- Step 3. Set the initial conditions and inputs. In general, the initial values of 

parameters of the learning algorithm, such as 𝑚𝑖𝑗, 𝜎𝑖𝑗, 𝑉𝑖𝑗, 𝑊𝑖𝑗, 𝑉𝑡ℎ are 

chosen as random. Stop criterion is set when the mean square error equals to 

a certain defined small value, or the iteration value reaches an upper set limit 

value. Besides, the number of blocks and the values of learning-rates could 

be determined by trial-and-error. 

- Step 4. The selected features are put as the input to the model, and the output 

are obtained by formula (2)-(7). Then, the differences between the actual 

output and the given label of the training samples are adopted to modify the 

parameters in the network, by formula (8)-(13). 

- Step 5. After training for a certain number of times, the test set are applied to 

the trained model and the performance are available. 

3.1 Leukemia ALL/AML Dataset 

a) Data description 

In this experiment, we target the prediction of leukemia disease using the standard 

Leukemia ALL/AML data [38], which is available at website 

http://www.molbio.princeton.edu/colondata. This dataset contains 72 samples 

taken from 47 patients with acute lymphoblastic leukemia (ALL) and 25 patients 

with acute myeloid leukemia (AML). Each sample has its class label, 1 and 0, 

which is either ALL or AML. That means, this prediction problem could be 

modelled as a binary classification problem. Also, 7129 gene expression values 

corresponding to each patient are provided. 

b) Experiment Methods 

Previously, various types of gene selection methods are applied for classification 

on the Leukemia Datasets. These studies mostly consider how to automatically 

select appropriate genes, which could be associated with medical knowledge, and 

then obtain good results. Indeed, it is confirmed that no more than 10% of these 

7129 genes are relevant to leukemia classification [38]. And without gene 
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selection, it is unnecessary or even harmful to classify such a few samples in such 

a high dimensional space. That means, it is impossible to use all the 7129 genes as 

features to classify this problem. Different from previous research, this work 

focuses on the comparison of the performance with other approaches using the 

same genes, and also the analysis of stability of the performance using different 

genes, simply because we mainly intend to illustrate the classification 

performance of the FBELC model. Our experiments are carried out using different 

selected genes as the inputs of the classifier, and the results are compared with 

other models. 

For the classification system, the number of inputs is exactly the number of genes 

which are selected. If five genes are selected as features, that means, the input 

consists of five dimensions. The number of blocks could be adjusted from 10 to 50, 

determined by trial-and-error. It mainly influences the training time in the learning 

process. The training data are used to train the proposed FBELC offline. Other 

parameters, including 𝑚𝑖𝑗, 𝜎𝑖𝑗, 𝑉𝑖𝑗, 𝑊𝑖𝑗, 𝑉𝑡ℎ are randomly initialized and the 

weighting factors 𝑘1  and 𝑘2  are tuned to be 100 and 1, respectively. Stop 

criterion is set to the limit of 200 training epochs with the learning rate 𝜆𝑉 =
𝜆𝑊 = 𝜆𝑚 = 𝜆𝜎 = 0.0001. 

c) Result Analysis 

In our experiment, two evaluation methods are considered to divide the available 

data into a training dataset and a test dataset. Firstly, as provided by the standard 

Leukemia ALL/AML data, the training dataset consists of 38 samples (27 ALL 

and 11 AML) from bone marrow specimens, while the testing dataset has 34 

samples (20 ALL and 14 AML), which are prepared under different biological 

experimental conditions. 

Table 1 shows the comparison of performance of different methods on Leukemia 

dataset by training on 38 samples and testing on 34 samples. We adopt the 

accuracy to measure the performance of all the approaches. Shujaat Khan [39] 

proposes an RBF network with a novel kernel and selects the top five genes [40] 

for the experiment and provides 97.07% of accuracy. Meanwhile, using the same 

five genes as the features of our model, the same result is obtained. It is evident 

that the 97.07% of accuracy means there are only one of the 34 samples has been 

misclassified. Considering the small sample size for testing, this result is 

acceptable. The other two approaches, those of Tang [41], and Krishna Kanth [42], 

respectively select 15 genes and 2 genes as inputs of each classifier by achieving 

both 100% accuracy, that means the 34 testing samples are all classified correctly. 

It is shown in Table 1 that, using the FBELC model, whether choosing 15 genes or 

2 genes, the accuracy is both 97.07%. This result illustrates that the benefit of the 

proposed model seems to be its stability and high-accuracy performance. 

Moreover, another evaluation method, Leave-One-Out Cross Validation (LOOCV) 

is also used to verify the proposed classifier. The LOOCV method is usually used 

to select a model with good generalization and to evaluate predictive performance. 
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At each LOOCV step, this method holds out one sample for testing while the 

remining samples are used for training. The overall test accuracy is calculated 

based on each testing samples. The LOOCV method has the advantages of 

producing model estimates with less bias and more ease in smaller samples. 

Table 1 

Comparison of performance of different methods on Leukemia dataset by training on 38 samples and 

testing on 34 samples 

Method No.of 

genes/features 

Gene accession 

number/Gene 

index 

Accuracy(%) 

References Our work 

RBF with a 

novel kernel [39] 
5 Top-5-ranked 97.06 97.06 

 

 

FCM-SVM-RFE 

[41] 15 

M83652, X85116, 

D49950, U50136, 

M24400, Y12670, 

L20321, M23197, 

M20902, X95735, 

M19507, L08246, 

M96326, X05409, 

M29610 

100 97.06 

MFHSNN [42] 2 X95735, M27891 100 97.06 

Hence, for this Leukemia ALL/AML dataset, LOOCV method consists of splitting 

the dataset randomly into 72 samples. At each of the 72-th iteration, 71 samples 

will be used as training sample and the left-out sample will be used as the test 

sample. For each step we obtain a test accuracy and the final accuracy equals to 

the average value of 72 iterations. If we get the 98.61% accuracy, it means in each 

test of LOOCV, there is only one error of 72 times test. 

Table 2 

Comparison of performance of different methods on Leukemia dataset by LOOCV 

Method No.of 

genes/features 

Gene accession 

number/Gene 

index 

Accuracy(%) 

References Our work 

Wrapper method 

+SVM [43] 
5 Top-5-ranked 98.61 98.61 

NB [43] 4 Top-4-ranked 94.44 98.61 

Wrapper method  

+ NB [43] 
3 Top-3-ranked 98.61 98.61 

SVM [44] 3 
X95735, M31523, 

M23197 
97.22 98.61 

Table 2 compares the performance of different methods on Leukemia dataset by 

LOOCV. The first three approaches, those of Peng [43], report 98.61% of 

accuracy with the top-5-ranked genes by wrapper method and SVM, 94.44% of 

accuracy with the top-4-ranked genes by NB and RBF and 98.61% of accuracy 
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with the top-3-ranked genes by NB method. The last approach is that of Wang 

[44], involves the model of MFHSNN and get the 97.22% of accuracy. However, 

according to the same selected genes in previous work, respectively, from the 

results in Table 2, the proposed FBELC model, gives 98.61% accuracy 

consistently. In other word, we can confirm in spite of that the attained 

performance being similar to other methods, the proposed FBELC is superior to 

other approaches for its good generalization. 

3.2 Statlog Heart Dataset 

a) Sample Datasets 

The Statlog heart disease dataset used in our work is published and shared in the 

UCI machine learning database [45]. It contains 270 observations, which belongs 

two classes: the presence and absence of heart disease. Every sample includes 13 

different features, including some conditions and symptoms of the patients. Thus, 

some of the attributes are real value and some are binary or nominal type. 

b) Performance Evaluation 

This Statlog dataset is commonly used among researchers for classification. Some 

studies used all the 13 features as inputs of the classifiers. Others proposed some 

of features are irrelevant to the learning process and feature selection was used to 

improve learning accuracy and decrease training and testing time. To illustrate the 

effectiveness of the proposed algorithm, both of these scenarios are considered 

and the results are compared with other studies. 

Table 3 

Comparison of performance of different methods on Statlog dataset with all features 

Author(Year) Method Training-test partitions Accuracy(%) 

Subbulakshmi [46] (2012) ELM 70%-30% 87.5 

Lee [47] (2015) NEWFM 5-fold CV 81.12 

Hu [48] (2013) RSRC 5-fold CV 84.0 

 Our work 70%-30% 89.41 

 Our work 5-fold CV 85.93 

 Our work 75%-25% 92.54 

Table 3 compares the accuracies of our algorithm with other approaches using all 

13 features. The first method, that of Subbulakshmi [46], involves an extreme 

learning machine (ELM) for two category data classification problems and 

evaluated on the Statlog datasets. And the accuracy of 87.5% is the mean value for 

50 runs. Those of Lee [47] and Hu [48], use 5-fold cross validation (CV) method 

to make results more credible and the accuracies of 81.12% and 84.0% are 

obtained, respectively. The results in our study, separately using the same 

training-test partitions as other approaches, shows better performance evidently. 
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Besides, using 75%-25% training-test partitions, the highest classification 

performance is also provided in Table 3. 

On the other hand, there are some other feature selection and classification 

approaches based on this Statlog dataset. They use not all the 13 features as the 

inputs of models. The comparison of the classification accuracies of our study and 

previous methods, not using all features, are summarized in Table 4. The first 

approach [49], based on the LSTSVM model with 11 features, has achieved the 

accuracies of 85.19%, 87.65% and 83.93% using 50-50%, 70-30% and 80-20% 

partitions, respectively. The other method, that of Lee [47], selects 10 features and 

obtains the accuracy of 82.22%, using 5-fold CV. Using the same selected features 

and training-test partitions, the results shows our proposed method obtains 

superior and consistent performance. Indeed, the last two approaches select fewer 

features and obtain higher accuracies than other researches. For example, Liu [50] 

uses four classifiers with the same 7 features, and achieves the accuracy of 

83.33%, 85.19%, 87.03% and 92.59%, respectively. Ertugrul [51] selects only 3 

features, which are all nominal type and obtains the accuracy of 85.93% by 

extreme learning machine. All these feature selection methods are combined to 

certain algorithms. The accuracy displayed in Table 4 remains relatively high 

value, which demonstrates good robustness of the proposed model. 

The results of our proposed algorithm are based on the fixed structure of the 

FBELC model and the parameters setting for the simulations using different 

selected features are presented in Table 5. It exhibits that the weighting factors, 

number of blocks and learning rate does not change much when using different 

selected features. 

From the simulation results of two examples, with different feature selection or 

different training-testing partitions, the fuzzy emotional learning classifier can 

always perform well. From theoretical analysis, it is proved that satisfactory 

performance could be obtained by choosing appropriate emotional signals, 

according to the characteristics of the classification problems. 

Table 4 

Comparison of performance of different methods on Statlog dataset with certain features 

Author(Year) Method 
No. of 

genes/features 

Training-test 

partitions 

Accuracy(%) 

Tomar [49] 

(2014) 
LSTSVM 11 

50%-50% 85.19 87.41 

70%-30% 87.65 88.89 

80%-20% 83.93 90.74 

Lee [47] (2015) NEWFM 10 5-fold CV 82.22 85.19 

Liu [50] (2017) RFRS 7 70%-30% 92.59 85.19 

Ertugrul [51] 

(2016) 
ELM 3 9-fold CV 85.93 83.33 
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Table 5 

List of classification parameters using different features 

 

Parameters 
Value 

11 features 10 features 7 features 3 features 

k1 50 50 30 30 

k2 1 1 1 1 

No. of blocks 50 50 30 30 

Learning rate 0.00001 0.00001 0.00001 0.00001 

Conclusions 

This study has successfully proposed a FBELC for classification. The novelty of 

this paper lies in the proposed approach: the incorporation of the fuzzy inference 

system and a BEL model, and the application to medical diagnosis. The 

classification efficiency can be improved specifically because of the fuzzy set and 

the novel setting of reward signal in the model, which can cause better 

generalization and faster learning. Meanwhile, two medical datasets are applied to 

test the developed FBELC model. From the simulation results, it is shown that the 

proposed algorithm can perform high generalization and good accuracy, while 

being simple and easily implementable. Therefore, the results indicate that the 

proposed classifier can be used as a promising alternative tool in medical decision 

and diagnosis. The data used for simulations all come from public medical 

experimental datasets; in the future, we could cooperate with some medical 

institutions and apply our algorithm in practical experiments. 
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